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Abstract  8 

In this article, a fully compressible two-phase flow model combined with a multi-9 

component real-fluid phase equilibrium solver is proposed for the cavitation modelling. 10 

The model is able to simulate the dissolving process of non-condensable gas through 11 

resolving the real-fluid phase change equations. A three-dimensional cavitating nozzle 12 

test is considered to validate the suggested model. The achieved numerical results 13 

have been compared to available X-ray experiments. The results have confirmed that 14 

the model can tackle the phase transition phenomena including gas dissolving and 15 

homogeneous nucleation processes. Thus, the cavitation inception has been modelled 16 

dynamically when the fluid crosses the phase boundary from single-phase state to two-17 

phase state and vice-versa. The effects of non-condensable gas on the cavitation 18 

inception, development and unsteadiness have been particularly analysed, based on 19 

the Large-Eddy simulations and X-ray experiments. Finally, the encountered challenges 20 

are mentioned, aiming at providing recommendations for similar researches.  21 

Keywords: two-phase flow model; real fluid; dissolved gas; cavitation, 22 

phase equilibrium  23 
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 2 

NOMENCLATURE 1 

𝑃 Pressure 𝑇 Temperature 
𝑃𝑐 , 𝑇𝑐 Critical pressure, temperature 𝑅 Universal gas constant 

𝑧𝑘, 
𝑌𝑘 

Molar fraction, mass fraction 
of each species (𝑘) 

𝑥𝑘 , 𝑦𝑘 
Liquid, vapor phase mole 

fraction of species (𝑘) 
𝜔 Acentric factor 𝝎 Vorticity 
𝑣 Molar volume (m3/mol) 𝑢 Molar internal energy (J/mol) 
𝜌 Density (kg/m3) 𝑒 Molar internal energy (J/kg) 

𝜓𝑣 Vapor molar fraction 𝑌𝑘 Mass fraction of each species 
𝛼𝑔, 𝛼𝑙 Volume fraction of gas, liquid 𝑉𝑖 Velocity (m/s) 

𝐶𝑠 Speed of sound (m/s) 𝐶𝑠,𝑔, 𝐶𝑠,𝑙  
Speed of sound in the gas 
phase, liquid phase (m/s) 

𝛼𝑝𝜌𝑝,𝑘 
Specific density of component 

𝑘 in phase 𝑝 (kg/m3) 
𝑘𝑖,𝑗/ BIP Binary interaction parameter 

𝑀𝑤 Molar weight (kg/mol) 𝑃𝑟 Prandtl number 
𝜇 Dynamic viscosity (kg/(m*s))   

Superscripts    

𝑛 
Numerical values in current 

time step 
′ 

Temporary numerical values 
during the iteration process 

𝐿, 𝑇 Laminar/turbulent C 
Numerical results after the 

flow solver or Phase C 
Subscripts    

𝑘 Species index 𝑔 Gas phase 
𝑙 Liquid phase 𝑝 Phase index 

Abbreviations    

PR EoS 
Peng-Robinson equation of 

state 
TP flash Isothermal-Isobaric flash 

UV flash Isoenergetic-Isochoric flash HTHP 
High temperature high 

pressure 

DIM Diffused interface model HEM 
Homogeneous Equilibrium 

Model 

HRM 
Homogeneous Relaxation 

Model 
VOF Volume of fluid 

LS Level-set EoS Equation of state 
3D Three-dimensional   
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 3 

1. Introduction   1 

Cavitation is the development of vapor bubbles in a flowing liquid. It is triggered as 2 

the local static pressure drops to the fluid saturated value. This phenomenon may 3 

happen in hydraulic devices such as hydro-turbines, propellers, pumps or fuel injectors 4 

[1]–[4]. This study is mainly focused on but not limited to cavitation in injectors. For 5 

internal combustion engines, the important effects of in-nozzle cavitation on the fluid 6 

velocity, discharge coefficient, as well as on the ensuing fuel-air mixing, engine 7 

performance and emission pollutants have been widely recognized and studied [5]–8 

[9]. 9 

The most direct cavitation investigation strategy is through experimental observations 10 

which is generally based on the transparent optical configurations (nozzles, chambers, 11 

etc). The progress of experimental techniques, from the qualitative laser-sheet and 12 

shadowgraph techniques [10], [11], to the quantitative X-ray computed tomography 13 

techniques [12], [13], and even more recent X-ray radiography [14], [15], have 14 

significantly facilitated the observations of the in-nozzle cavitation. Meanwhile, 15 

cavitation modelling and simulation also play a key complementary role in the 16 

verification of experimental results, which is also the main strategy adopted in this 17 

study.  18 

As for the modelling of dispersed phase (bubble or droplet), the numerical models 19 

involved can be classified into two categories: the Eulerian continuum approach and 20 

the Lagrangian discrete approach. The first approach may be a single-fluid 21 

homogeneous model or a multi-fluid model. The widely employed single-fluid 22 

Homogeneous Equilibrium Model (HEM) [8], [16]–[18] and Homogeneous Relaxation 23 

Model (HRM) [19], [20] have demonstrated excellent performance in predicting 24 

cavitating flows. More complicated two-fluid model can describe the liquid and vapor 25 

phase simultaneously with individual mass, momentum and energy in each cell as 26 

studied in [21]–[23]. In the alternative discrete Lagrangian approach, the vapor phase 27 

is usually treated as the dispersed phase or nuclei state with the prescribed diameter 28 

and number distributions, as demonstrated in previous works [13], [24], [25].  29 

Besides, depending on the method of locating the interface, the interface tracking 30 

models such as Level-Set (LS) and VOF (fluid volume) [9], [26], or the diffuse interface 31 

model (DIM) [21], [27], may be used.  32 

In current study, the continuous single-fluid two-phase flow diffused interface model 33 

(DIM) is adopted. As a thermodynamic closure for the flow model, a real fluid cubic 34 

equation of state (EoS) is employed in order to investigate the effect of real flow 35 

properties on phase transition in cavitation modelling with the consideration of 36 

dissolved non-condensable gas. In recent years, the real fluid EoS has been widely 37 
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 4 

employed in the two-phase flow simulation, especially for the high pressure injection 1 

[28]–[30]. However, the scenario of cavitation simulation with real fluid equation of 2 

state is still extremely scarce for its high thermodynamically and numerical 3 

complexities. Indeed, introducing the real fluid EoS into the cavitation modelling 4 

enables us to take into account more real and practical physical phenomena, for 5 

example the process of gas dissolving and relief from liquid. The widely used EoS like 6 

Stiffened-gas EoS [31]–[35], Tait EoS [36] have shown excellent performance in the 7 

cavitation modelling in previous studies. Nevertheless, the above mentioned EoSs are 8 

not able to address the aforementioned gas dissolving physics, especially bubbles 9 

inception. As a matter of fact, cavitation bubbles also contain non-condensable gas 10 

that diffuses into them from the liquid where it is present as dissolved gas. Therefore, 11 

both liquid and gas phases are multi-component when using real fluid 12 

thermodynamics and Vapor-Liquid-Equilibrium (VLE).  Recently, Yu, et al. [37] have 13 

developed a multiphase compressible model in which the vapor, liquid and non-14 

condensable gas phase are simultaneously considered. However, the real fluid EoS has 15 

been applied only for the gas phase to simulate the cavitation and high-pressure diesel 16 

sprays. Thus the gas dissolving process is still neglected in their model. On the other 17 

hand, the current model avoids the cumbersome process of prescribing the empirical 18 

coefficients for the calculation of cavitation and collapse terms. The validations of the 19 

current model applied to flash boiling cases and high temperature, high pressure 20 

(HTHP) diesel injection process can be found in our recent studies [30], [38]. One 21 

noting point about the employment of cubic EoSs series in the multiphase flow 22 

equation is the risks of losing hyperbolicity when entering the spinodal region as 23 

discussed by many researchers [27], [32], [39], [40]. However, this risk can be 24 

prevented through adopting the composite EoS in which liquid flow and gas flow are 25 

described with its independent EoS instead of a mixture EoS [38]. Thus, the validity of 26 

the speed of sound in the two phase region is sustained by the mixing of each 27 

individual positive speed of sound in the liquid phase and vapor phase through the 28 

Wood formula [41]. This strategy is adopted in current study. 29 

The research interest in this paper stems from the recent X-ray radiography 30 

experiments [42], [43] in which an extra cavitation cloud was observed in the center 31 

line of the orifice where the pressure is slightly higher than the saturation value of the 32 

fuel as demonstrated in Figure 1 (non-degassed fuel represents the standard fuel). 33 

This cavitation cloud appeared in the center line has diminished significantly as 34 

decreasing the initial non-condensable gas amount in the fuel as illustrated in Figure 35 

1 (degassed fuel).  36 
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 1 

    2 

Figure 1 Contour plots of the time-averaged void fraction from the X-ray radiography measurements. The 3 

experiment is conducted with a plastic nozzle. These experimental images are republished with permission of 4 

Begell house, from ‘Duke, Daniel J., et al. "X-Ray Radiography Measurements of Cavitating Nozzle 5 

Flow." Atomization & Sprays 23.9(2013):841-860.’, permission conveyed through Copyright Clearance Center, 6 

Inc. The configuration of the geometry is illustrated in Figure 6.  7 

 8 

The ensuing numerical results from Battistoni et al. [20] with the HRM model again 9 

confirm that the void zones are significantly decreased in the center line as the non-10 

condensable gas amount is reduced in the fluid. However, the latest X-ray radiography 11 

experimental measurements from Duke, et al. [15] (Figure 2) about the effect of 12 

dissolved gas on cavitation have questioned the previous experimental and numerical 13 

findings.  14 

 15 

Figure 2 Contour plots of the time-averaged void fraction from the X-ray radiography measurements. The 16 

experiment is conducted with the beryllium alloy nozzle. Only one image is displayed since very similar results 17 

are obtained using the non-degassed (standard) fuel and degassed fuel. The experiment image is reprinted 18 

with permission of SAGE Publications, Ltd, from ‘Duke, Daniel J., et al. “X-Ray Radiography of Cavitation in a 19 

Beryllium Alloy Nozzle.” International Journal of Engine Research, vol. 18, no. 1–2, Feb. 2017, pp. 39–20 

50’ copyright ©2020. The configuration of the geometry is illustrated in Figure 6. 21 

 22 

They have attributed the void zone in the center line appeared in the earlier 23 

experiment [42] (Figure 1, non-degassed case) to the existence of defects on the wall 24 

of plastic nozzle, which acts as potential heterogeneous nucleation sites. In contrast, 25 
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 6 

fewer defects are detected in the beryllium nozzle surface used more recently in [15], 1 

leading to very similar experimental averaged results using the non-degassed 2 

(standard) and degassed fuels (Figure 2). The significant deviations between these two 3 

experimental results (Figure 1 vs. Figure 2) have brought in more uncertainty about 4 

the understanding of the effect of dissolved gas on cavitation, which thereby has 5 

motivated the current numerical study.  6 

There are also abundant studies concerning the effect of non-condensable gas on 7 

spray pattern and engine efficiency [44]–[48]. However, the investigations of the 8 

effect of non-condensable gas on cavitation are still limited. Battistoni et al. [20] has 9 

employed the HRM model to simulate the in-nozzle cavitation in which the non-10 

condensable gas term is treated as the third phase in addition to the liquid and vapor 11 

phases. One noting point is that the non-condensable gas phase in their model is seen 12 

as free gas which cannot be dissolved into the liquid and is therefore not participating 13 

in the phase change process. Whilst with current real fluid phase equilibrium model 14 

proposed below, the non-condensable gas can be dissolved into the liquid and is 15 

indeed able to experience phase transition, which may promote the fuel evaporation. 16 

As a matter of fact, once the phase transition is triggered, this denotes the non-17 

condensable gas has been through the nucleation process, first and before the fuel as 18 

it is generally the most volatile.   19 

In the work of Zhang et al. [49], they demonstrated experimentally that the dissolved 20 

oxygen has minor effect on the length of cavitation in a Venturi tube. Amini et al. [50] 21 

investigate the incipience and completion thresholds of tip vortex cavitation in a 22 

hydrofoil with varied amount of dissolved gas through experimental observations. 23 

They found that the tip vortex cavitation incepts at lower pressure as the dissolved 24 

amount gas is reduced and disappears at much higher pressure in the fully saturated 25 

water. Gireesan and Pandit [51] have used the diffusion limited model to study the 26 

influence of the CO2 and Argon (Ar) mixture on the cavitation and find that the bubble 27 

grows larger and the intensity of collapse decreases as CO2 composition is increased. 28 

In general, it is found that the studies of the non-condensable gas are closely linked 29 

with the nucleation rate, cavity generation rate, bubble collapse intensity, surface 30 

tension and other chemical properties.  31 

The research here is devoted to shedding some light on the understanding of the 32 

effect of dissolved gas on the in-nozzle cavitation phenomena using a real fluid EoS. 33 

The main difference with previous models lies in the method of dealing with gaseous 34 

and vaporous cavitation. In current study, both cavitation regimes can be simulated 35 

with the thermodynamics equilibrium model [52]. However, the non-condensable gas 36 

part involved in previous cavitation modelling [19], [20] has been treated as free gas 37 

instead of dissolved gas. In fact, in the current model described below, the dissolved 38 
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 7 

gas is modelled as a part of the liquid phase and its dissolution (or separation) from 1 

liquid is closely linked with the homogeneous nucleation phenomenon.  2 

This paper has been organized as followings: first, the mathematics descriptions about 3 

the two-phase flow model and thermodynamics solver are briefly recalled. More 4 

detailed descriptions can be found in our previous work [38][53]. Next, the numerical 5 

results of the three-dimensional (3D) simulations of a real size cavitating nozzle are 6 

reported along with a detailed analysis. The conclusions part describes the main 7 

findings and challenges of the current work.  8 

2. Mathematical model 9 

2.1 Fully Compressible two-phase flow DIM model 10 

The governing equation adopted in current study is a fully compressible 11 

multicomponent two-phase flow four-equation model. This system is obtained from 12 

the classical two-phase flow non-equilibrium 7-Equation model [54] with the 13 

assumption of mechanical and thermal equilibrium. As formulated in the following 14 

Eqs.(2.1)-(2.4), the four-equation model includes the mass balance equations for 15 

different species (index: 𝑘) in the gas (index: 𝑔) and liquid (index: 𝑙) phases (Eqs.(2.1)-16 

(2.2)), mixture momentum (Eq.(2.3)), and mixture specific internal energy (Eq.(2.4)), 17 

respectively.  18 

 19 

 𝜕𝛼𝑙𝜌𝑙,𝑘

𝜕𝑡
+

𝜕𝛼𝑙𝜌𝑙,𝑘𝑉𝑖

𝜕𝑥𝑗
= �̇�𝑙,𝑘 (2.1) 

  𝜕𝛼𝑔𝜌𝑔,𝑘

𝜕𝑡
+

𝜕𝛼𝑔𝜌𝑔,𝑘𝑉𝑖

𝜕𝑥𝑗
= �̇�𝑔,𝑘 (2.2) 

 𝜕𝜌𝑉𝑖

𝜕𝑡
+

𝜕𝜌𝑉𝑖𝑉𝑗

𝜕𝑥𝑖
=

𝜕𝑃

𝜕𝑥𝑖
+

𝜕𝜏𝑖𝑗
𝐿,𝑇

𝜕𝑥𝑖
 (2.3) 

 𝜕𝜌𝑒

𝜕𝑡
+

𝜕𝜌𝑒𝑉𝑖

𝜕𝑥𝑖
= −𝑃

𝜕𝑉𝑖

𝜕𝑥𝑖
−

𝜕𝑞𝑖
𝐿,𝑇

𝜕𝑥𝑖
+ 𝜏𝑖𝑗

𝐿,𝑇 𝜕𝑉𝑖

𝜕𝑥𝑗
 (2.4) 

 20 

The right hand side (RHS) terms of �̇�𝑙,𝑘 𝑎𝑛𝑑  �̇�𝑔,𝑘  are mass exchanging rate in the 21 

liquid and vapor phases, respectively, restricted by �̇�𝑙,𝑘+  �̇�𝑔,𝑘 = 0. 𝜏𝑖𝑗 
𝐿,𝑇 is the shear 22 

stress tensor covering the laminar (𝐿) and turbulent (𝑇) contributions, formulated as 23 

𝜏𝑖𝑗
𝐿,𝑇 = 𝜏𝑖𝑗

𝐿 + 𝐾0𝜏𝑖𝑗
𝑇  with 𝐾0 = 1  for turbulent flows. As described in our previous 24 

studies [21], [38], a standard Boussinesq approximation is used for the modelling of 25 
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 8 

𝜏𝑖𝑗 
𝐿,𝑇 in which the turbulent viscosity is given by the simple subgrid-scale Smagorinsky 1 

model. Whereas, the laminar viscosity is computed from Chung’s equation, referring 2 

to [55], [56]. In Eq.(2.4), 𝑒  represents the specific internal energy; 𝑞𝑖
𝐿,𝑇  is the heat 3 

conduction flux, modelled as  𝑞𝑖
𝐿,𝑇 = −𝜆

𝜕𝑇

𝜕𝑥𝑖
 based on Fourier’s law. The heat 4 

conduction coefficient 𝜆  contains the laminar and turbulent contributions. The 5 

laminar contribution is computed from Chung’s correlation and the turbulent one is 6 

estimated with the constant Prandtl number (𝑃𝑟𝑡 = 0.9). α𝑝  denotes the volume 7 

fraction of phase 𝑝 which is computed in the phase equilibrium solver along with �̇�𝑝,𝑘.  8 

One salient point about the current model lies in the consideration of the nucleation 9 

and dissolving process of the non-condensable gas which is realized with the real-fluid 10 

phase equilibrium model. The liquid phase is indeed a multi-component system 11 

including both fuel and dissolved non-condensable gas. In most previous cavitation 12 

models, only the gas phase is usually considered as multi-component, and the liquid 13 

phase is assumed as single component [9], [20]. In current equation system, the mass 14 

transferring between the liquid and gas phase is computed in Vapor-Liquid-15 

Equilibrium (VLE) solver for each component (see Section 2.2.2). Thereby the number 16 

of mass transport equation is 2* 𝑁  ( 𝑁  denotes the number of species). The 17 

employment of real fluid EoS in each phase also facilitates the consideration of 18 

compressibility and other related physics, especially for the pure liquid phase and two-19 

phase mixtures. 20 

 21 

2.2 Real fluid phase equilibrium solver 22 

2.2.1 Equation of state 23 

To realize the free dissolving and dissolution of the non-condensable gas, as well as 24 

considering the thermal effect during cavitation, a non-linear real fluid equation of 25 

state has been selected in current study. With the ideal compromise of computational 26 

efficiency and accuracy, Peng Robinson (PR) EoS (Eq.(2.5)) is chosen to describe the 27 

relation between 𝑃, 𝑣 and 𝑇. As aforementioned, the studies of cavitation modelling 28 

with real fluid EoS are still limited. For instance, Yu et al. [37] has recently applied the 29 

PR EoS to take into account the thermal effects for in-nozzle cavitation modelling 30 

under high injection pressure conditions. However, the dissolved gas effect is still 31 

neglected in their study. In the current modelling approach, both phases (the liquid 32 

and gas phases) are described with the PR EoS (Eq.(2.5)) linked through the phase 33 

equilibrium assumption. For each phase the mixing of different species is realized by 34 

the van der Waals mixing rule (Eq.(2.6)). 35 

 36 
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 9 

 𝑃 =
𝑅𝑇

𝑣 − 𝑏
−

𝑎(𝑇)

𝑣(𝑣 + 𝑏) + 𝑏(𝑣 − 𝑏)
 (2.5) 

Where,  𝑎(𝑇) = 0.45724
𝑅2𝑇𝑐

2

𝑃𝑐
𝛼(𝑇),  𝑏 = 0.07780

𝑅𝑇𝑐

𝑃𝑐
, 𝛼(𝑇) = (1 + 𝑚(1 − √𝑇𝑟))2 1 

 𝑚 = 0.37464 + 1.5422𝜔 − 0.26992𝜔2  

𝑅 denotes the universal gas constant.  𝑃𝑐 and 𝑇𝑐 represent the critical pressure and 2 

temperature values for single component and  denotes the acentric factor. 3 

van der Waals mixture rules are formulated as follows,  4 

 5 

 𝑎 = ∑∑𝑥𝑖 ∗ 𝑥𝑗 ∗ 𝑎𝑖𝑗  

 𝑎𝑖𝑗 = (1 − 𝑘𝑖𝑗)(𝑎𝑖 ∗ 𝑎𝑗)0.5 (2.6) 

 𝑏 = ∑𝑥𝑖 ∗ 𝑏𝑖  

𝑥𝑖  is the molar fraction of each component. 𝑘𝑖𝑗  denotes the binary interaction 6 

parameter which is generally fitted based on the experimental data. 7 

2.2.2 Phase change model 8 

The critical phase change phenomena (evaporation, condensation) during the 9 

cavitation modelling are realized with a multicomponent vapor-liquid equilibrium (VLE) 10 

model which is constructed based on the assumption that liquid and vapor phase 11 

reach equilibrium instantaneously within each simulation time step. No constraint is 12 

set for the time-scale of relaxation to equilibrium with current model compared to the 13 

Homogeneous Relaxation Model (HRM) [14]. All the fluid states including the pure 14 

liquid phase, pure vapor phase and the vapor-liquid coexisting state can be 15 

dynamically simulated using the proposed model.  16 

The right hand side terms (�̇�𝑙,𝑘 , �̇�𝑔,𝑘 ) calculation and closure of the flow system 17 

(Eqs.(2.1) -(2.4)) are realized by building the relation between internal energy (𝑒), 18 

density (𝜌), mass fraction (𝑌𝑘) and pressure (𝑃), temperature (𝑇), known as the UV 19 

flash process [57][38]. First, with the direct unit transformation, molar internal energy 20 

(𝑢) and molar volume (𝑣) can be obtained directly from (𝑒) and (𝜌) using molar weight 21 

𝑀𝑤, as shown in Eq.(2.7). The molar internal energy (𝑢) is computed with the ideal gas 22 

part (𝑢0) and the departure part (𝑢𝑑) (given by Eq.(2.8)). The ideal gas internal energy 23 

is obtained with the empirical coefficient correction equation referred to [58]. The 24 

departure function is formulated as Eq.(2.9) according to the PR EoS. The density (𝜌) 25 

or specific volume (𝑣) is computed directly by solving the cubic equation [59]. Unlike 26 

the explicit relation between internal energy (𝑢) and temperature (𝑇) as in SG EoS [32], 27 

[33], an iterative algorithm is necessary to find 𝑃, 𝑇 from 𝑢, 𝑣 and 𝑧𝑘 (molar fraction 28 

of the species) with the cubic EoS. Before initiating the UV flash iteration process, the 29 

initial molar fraction of species (𝑧𝑘
𝑐) in the two-phase mixture, the quasi-steady or non-30 

equilibrium phase compositions (liquid phase and vapor phase: 𝑥𝑘
𝑐 , 𝑦𝑘

𝑐) and the vapor 31 

mole fraction (𝜓𝑣
𝑐) in the liquid-vapor mixture can be computed from the specific 32 

densities (𝛼𝑝
𝑐𝜌𝑝,𝑘

𝑐 ) by using Eqs.(2.10)-(2.11). Here, the superscript 𝑐  denotes the 33 

values obtained from the flow solver at the end of Phase C (see Section 2.2.3 and 34 
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 10 

particularly Figure 3).Then, the solving procedures are continued with the 1 

determination of flow state as shown in the algorithm summarized in Table 1. Since 2 

the (𝑃𝑛+1, 𝑇𝑛+1) for next cycle are not known as a prior, the (𝑃𝑛, 𝑇𝑛) from previous 3 

cycle are used as the initial guess to perform the stability test [38], [53]. This method 4 

is valid based on the fact that the time step is small between two flow solver cycles. 5 

Once the flow state is ascertained, an iterative procedure is necessary to obtain the 6 

final (𝑃𝑛+1, 𝑇𝑛+1). During the iteration, the molar internal energy and molar volume 7 

(denoted 𝑢𝑚𝑖𝑥  and 𝑣𝑚𝑖𝑥) are updated with the properties of each phase Eq.(2.12). 8 

One noting point is that in the case of single phase, the phase composition 𝑥𝑘
𝑛+1, 𝑦𝑘

𝑛+1 9 

and molar vapor fraction 𝜓𝑣
𝑛+1 are assumed to be the same as the values of 𝑥𝑘

′ , 𝑦𝑘
′  10 

and 𝜓𝑣
′  obtained by the flow solver. Generally, the opposed phase in the single-phase 11 

situation is seen as the trifle phase. Eventually, the new specific density 𝛼𝑝
𝑛+1𝜌𝑝,𝑘

𝑛+1 are 12 

calculated with Eq.(2.13) using the volume fraction (𝛼𝑝
𝑛+1) and the final molar volume 13 

of species in each phase obtained from PR EoS. The speed of sound (𝐶𝑠𝑛+1) is then 14 

computed with the Wood formula written as Eq.(2.14). Since the mixture speed of 15 

sound in the two-phase state is computed with the mixing of the independent speed 16 

of sound in each phase, this can effectively avoid the unphysical negative speed of 17 

sound. Thereby, the hyperbolicity of the flow balance equation system (Eq.(2.1)-(2.4)) 18 

is thus ensured, as discussed in [38]. More detailed descriptions about the thermal 19 

solver can be found in recent publications [38], [53].  20 

 21 

𝑢 = 𝑒 ∗ 𝑀𝑤 , 𝑣 =
𝑀𝑤

𝜌
 (2.7) 

𝒖 = 𝒖𝒅 + 𝒖𝟎 (2.8) 

𝒖𝒅 =
𝑻

𝒅𝒂
𝒅𝑻

− 𝒂

𝟐√𝟐𝒃
𝒍𝒏(

𝒗 + (𝟏 + √𝟐)𝒃

𝒗 + (𝟏 − √𝟐)𝒃
) (2.9) 

 22 

Table 1  Algorithm of UV flash 23 

Algorithm 1 Update 𝑃𝑛+1, 𝑇𝑛+1, 𝐶𝑠𝑛+1, 𝛼𝑝
𝑛+1𝜌𝑝,𝑘

𝑛+1 from 𝑒𝑐, 𝜌𝑐, 𝛼𝑝
𝑐 𝜌𝑝,𝑘

𝑐 , 𝑃𝑛, 𝑇𝑛 

STEP 0  Compute 𝑢𝑐, 𝑣𝑐 , 𝜓𝑣
𝑐, 𝑧𝑘

𝑐, 𝑥𝑘
𝑐, 𝑦𝑘

𝑐 from 𝑒𝑐, 𝜌𝑐, 𝛼𝑝
𝑐𝜌𝑝,𝑘

𝑐  using Eqs.(2.7), (2.10)-(2.11) 

STEP 1  Verify Initial flow state based on (𝑢𝑐, 𝑣𝑐, 𝑧𝑘
𝑐) and (𝑃𝑛, 𝑇𝑛, 𝑧𝑘

𝑐) through stability test. 
STEP 2  If the flow state is stable as single phase, a direct iteratively searching for the updated 
(𝑃′, 𝑇′) with Newton algorithm based on PR EoS is performed with the initial quasi-steady phase 
composition (𝑥𝑘

𝑐, 𝑦𝑘
𝑐) and vapor fraction (𝜓𝑣

𝑐). Here assign 𝑥𝑘
′ = 𝑥𝑘

𝑐, 𝑦𝑘
′ = 𝑦𝑘

𝑐, 𝜓𝑣
′ = 𝜓𝑣

𝑐.     
STEP 3  If the flow state is unstable, an iteratively searching for the updated 𝑃′, 𝑇′with Newton 
algorithm is performed with the continuous updating of phase composition (𝑥𝑘

′  , 𝑦𝑘
′  ) and vapor 

fraction (𝜓𝑣
′ ) based on phase split computation in the inner loop. ( see Ref.[38] for the involved 

algorithm)  

STEP 4  Update 𝑃𝑛+1 ,  𝑇𝑛+1 ,  𝐶𝑠𝑛+1 ,  𝛼𝑝
𝑛+1𝜌𝑝,𝑘

𝑛+1  from 𝑥𝑘
′  ,  𝑦𝑘

′  ,𝜓𝑣
′   by using Eqs.(2.13)-(2.14) and 

Eq.(2.5)         

 24 
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 11 

𝒛𝒌 =
(∑ 𝜶𝒑𝝆𝒑,𝒌)𝒑 𝑴𝒘𝒎𝒊𝒙

(∑ 𝜶𝒑𝝆𝒑,𝒌)𝒑,𝒌 𝐌𝐰𝒌

, 𝒀𝒌 =
(∑ 𝜶𝒑𝝆𝒑,𝒌)𝒑

(∑ 𝜶𝒑𝝆𝒑,𝒌)𝒑,𝒌
 (2.10) 

𝒙𝒌 =
𝜶𝒍𝝆𝒍,𝒌𝑴𝒘𝒍

∑ (𝜶𝒍𝝆𝒍,𝒌)𝒌 ∗𝑴𝒘𝒌

,  𝒚𝒌 =
𝜶𝒈𝝆𝒈,𝒌𝑴𝒘𝒈

∑ (𝜶𝒈𝝆𝒈,𝒌)𝒌 ∗𝑴𝒘𝒌

,   𝝍𝒗 =
(∑ 𝜶𝒈𝝆𝒈,𝒌)𝑴𝒘𝒎𝒊𝒙𝒌

𝝆𝑴𝒘𝒈

 (2.11) 

 1 

𝑀𝑤𝑘
 denotes the molar weight of species (𝑘). 𝑀𝑤𝑔

, 𝑀𝑤𝑙
 represent the average molar 2 

weight of gas phase and liquid phase, respectively. 𝜌𝑝,𝑘 represents the partial density 3 

of species 𝑘 in phase 𝑝. 4 

 5 

𝒖𝒎𝒊𝒙 = 𝝍𝒗 ∗ 𝒖𝒈 + (𝟏 − 𝝍𝒗) ∗ 𝒖𝒍 
(2.12) 

𝑣𝑚𝑖𝑥 = 𝜓𝑣 ∗ 𝑣𝑔 + (1 − 𝜓𝑣) ∗ 𝑣𝑙 

𝜌 =
𝑀𝑤

𝑣
, 𝜌 = 𝛼𝑔𝜌𝑔 + 𝛼𝑙𝜌𝑙, 

𝛼𝑔 = 𝜓𝑣 ∗
𝑣𝑔

𝜓𝑣∗𝑣𝑔+(1−𝜓𝑣)∗𝑣𝑙
, with  𝛼𝑙 = 1 − 𝛼𝑔 

(2.13) 

1

𝜌𝑚𝑖𝑥𝐶𝑠,𝑚𝑖𝑥
2 =

𝛼𝑔

𝜌𝑔𝐶𝑠,𝑔
2

+
𝛼𝑙

𝜌𝑙𝐶𝑠,𝑙
2  (2.14) 

2.2.3 Coupling of flow solver with phase change model 6 

In this Section, the coupling procedure between the thermodynamics solver and the 7 

flow solver is elucidated to enhance the understanding of the main implementation 8 

stages. In IFP-C3D [60], the transport equations (mass, momentum, energy balance 9 

equations) are solved sequentially from Phase A, Phase B, Phase C Phase D based on 10 

a time-splitting numerical scheme, as illustrated in    Figure 3. The solver includes the 11 

flow solver and thermodynamics solver. The flow solver covers three stages namely, 12 

Phase A, Phase B and Phase C. First, after the initialization (𝑡 = 𝑡0), the contribution 13 

of possible Lagrangian spray and combustion source terms may be computed in Phase 14 

A. Therefore, Phase A stage is not pertinent for the current flow system (Eqs.(2.1) -15 

(2.4)). In the following Phase B stage, usually called “Lagrangian phase”, the Navier-16 

Stokes equations are solved without the convection terms and the pressure, 17 

temperature and velocity are updated implicitly with the SIMPLE numerical 18 

scheme[61], including a BICGSTAB and SOR preconditioners [60]. Then, the grid cell 19 

boundaries are mapped back to their original position (in the absence of wall 20 

movement) in Phase C (also called “Eulerian stage”). The transport variables including 21 

mass, energy and momentum from Phase B are updated in Phase C using a quasi-22 

second order upwind (QSOU) explicit numerical scheme. The Minmod slope limiter is 23 

used for scalar fluxes, and Van Leer slope limiter is used for momentum fluxes (see 24 

[60]). No phase change is considered in these three stages. The thermodynamic solver 25 

is implemented in the final stage, Phase D. With the known internal energy (𝑒𝑐 ), 26 

density (𝜌𝑐) and specific density (𝛼𝑝
𝑐𝜌𝑝,𝑘

𝑐 ) from phase C, the new temperature (𝑇𝑛+1), 27 
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 12 

pressure (𝑃𝑛+1), phase compositions (𝑥𝑘
𝑛+1, 𝑦𝑘

𝑛+1) and speed of sound (𝐶𝑠𝑛+1) need 1 

to be calculated for ending the current time-step (or cycle). This procedure is 2 

attributed to the phase change model as described in Section 2.2.2. In phase D, the 3 

occurred evaporation or condensation phenomenon corresponds to the generation 4 

and collapse of bubbles during cavitation. One noting point is that there is no fluid 5 

flowing in or out of Phase D which means the flow is frozen in this stage. In fact, the 6 

phase equilibrium solver based on PR EoS has corresponded to the relaxation of 7 

pressure, temperature and the Gibbs energy terms in the original 7-Equation model 8 

[21]. Since the liquid and gas phases are both resolved as multicomponent system, the 9 

involved gas phase or dissolved gas in the liquid phase constitutes the main physical 10 

novelty compared to previous researches using SG-EoS for instance [21], [62], [63].  11 

 12 

 13 

   Figure 3 Illustration of coupling between the thermodynamic solver and flow solver in IFP-C3D 14 

3. 3D cavitating nozzle simulation 15 

Firstly, a thermodynamics study of the effect of non-condensable gas (N2) on the 16 

phase change behaviour is conducted. Then the simulation results of a 3D cavitating 17 

nozzle along with a detailed analysis of cavitation inception, nucleation and 18 

turbulence are reported. The fuel used for cavitation modelling in this study is gasoline 19 

calibrated fluid (Viscor 16BR) referring to the relevant experiments [15], [42]. Since 20 

the real fluid EoS is employed, the involved input parameters like critical points and 21 

acentric factor have referred to the properties of n-decane.  22 
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 13 

3.1 Thermodynamics study of the effect of non-condensable gas on phase 1 

change 2 

To investigate the thermodynamic equilibrium behaviour of Viscor and N2 system, the 3 

method that is generally utilized at given temperature and pressure is the isothermal 4 

flash computation (TP flash) as noted in STEP 3 (Table 1). An important variable to 5 

represent the generated vapor at phase equilibrium calculation is the vapor mole 6 

fraction, (𝜓𝑣). This parameter indicates the overall amount of vapor which includes 7 

the vaporized fuel and the gaseous N2 that was dissolved in the liquid phase. Figure 4 8 

(a) illustrates the evolution of 𝜓𝑣 with the amount of N2 within the pressure range of 9 

1 bar to 10 bar. As shown in Figure 4, one may see that the total vapor amount 𝜓𝑣 has 10 

increased with the addition of N2 in the feed. This implies the compressed fuel initially 11 

containing a high amount of N2 will promote cavitation inception (or homogeneous 12 

nucleation). Some researcher has validated this phenomenon with experiments [64], 13 

in which they have attributed the intensifying of cavitation to the increase of cavitating 14 

nuclei coming from the dissolved gas. The dissolved gas can help decrease the energy 15 

needed to form a bubble and reduce the tensile strength of the fluid. One noting point 16 

in Figure 4 is that at each pressure, there exists a transition point where the 𝜓𝑣  is 17 

changing from a negative value to the positive one which actually denotes the gas has 18 

transformed (or transitioned) from the dissolved state to the free gas in the bubble. 19 

To some extent, this may indicate the initial formation of a nuclei. The negative vapor 20 

fraction implies no vapor is generated in the flow and the amount of nitrogen is 21 

actually fully dissolved inside the liquid phase. In other words, the fluid is in single 22 

liquid phase until a certain mole fraction of N2 is reached according to the pressure 23 

and temperature conditions. Meanwhile, the phase state has been through the 24 

transition from pure liquid to two-phase. In addition, with higher pressure, the N2 25 

concentration needed for phase transition (or nucleation) also increases notably 26 

which proves that high pressure can dissolve more N2. The exponential growth trend 27 

of molar fraction in the liquid phase (dissolved N2) with pressure is shown in Figure 4 28 

(b).  29 
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 14 

Figure 4 (a) The variation of vapor mole fraction with the molar fraction of N2 at T = 293 K; P = 1-10 bar. (b) The 1 

evolution of dissolved amount of N2 with the pressure increasing from 0.01 bar to 10 bar.   2 

 3 

It is well-known that cavitation incepts as the pressure drops to the saturation value. 4 

Thus, saturation pressure is an important index to indicate the inception of cavitation. 5 

The evolutions of saturation pressure with temperature for n-dodecane (n-C12H26) and 6 

Viscor fuels at different N2 concentrations are illustrated in Figure 5. The saturation 7 

pressure of pure n-C12H26 computed with PR EoS has been compared to the reference 8 

data from NIST [65] (Figure 5 (a)). As observed in this Figure, an excellent agreement 9 

has been achieved at the temperature range of 300 K-600 K for pure n-C12H26. In 10 

addition, the saturated pressure of the mixture system is approaching the pure 11 

component value as the N2 mass fraction (YN2) is less than 2E-6. However, obvious 12 

deviations are detected as 𝑌𝑁2 is increased to 2E-6. These deviations are more evident 13 

at low temperature (~300 K) conditions. A significant increase of saturation pressure 14 

is witnessed as 𝑌𝑁2 climbs from 2E-6 to 2E-3. A similar trend is also detected for the 15 

Viscor fuel (Figure 5 (b)). Minor differences are found for the saturation pressure as 16 

the N2 concentration is between 2E-6 and 2E-7 for Viscor. Since larger saturation 17 

pressure corresponds to higher N2 concentration, this will facilitate the inception of 18 

cavitation as confirmed in the following 3D simulation.  19 

 20 

  

Figure 5 (a, b) illustrate the variation of saturation pressure for n-dodecane and Viscor systems at a temperature 21 

range of 300 K-600 K with different N2 concentrations. 𝒀𝑵𝟐 denotes the mass fraction of N2. 22 

3.2 Simulation setup  23 

In this section, the fully compressible two-phase flow model based on phase 24 

equilibrium theory is applied to simulate the cavitation phenomenon in a 3D real size 25 

nozzle. The working fuel is gasoline calibrated fuel (Viscor 16BR) as noted above.  26 

The involved non-condensable gas is N2. The simulation results are compared to 27 

available experimental data based on X-ray phase contrast imaging [66] and X-ray 28 

radiography measurement [15]. The detailed numerical parameters are summarized 29 

in Table 2.  30 
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 9 

Table 2 Numerical parameters for the cavitation simulations 10 

Simulation models Fully compressible two-phase flow model 

Cavitation model Real fluid multi-component phase equilibrium solver  

Initial N2 mass fraction Non-degas: 2E-5; Degas: 2E-6  

Turbulence model 
Large Eddy Simulation with Smagorinsky subgrid scale model   

Grid type Hexahedral 

Minimum mesh resolution  5 𝜇𝑚  

Time integration  First order 

Spatial discretization Secondary order 

Boundary Conditions 

Pressure inlet, 𝑃inlet  : 1 MPa; Temperature 𝑇inlet  : 293 K; 

𝑌𝑛2,𝑖𝑛𝑙𝑒𝑡 : 2E-5, 2E-6; 

Pressure outlet, 𝑃𝑜𝑢𝑡𝑙𝑒𝑡 : 0.1 MPa 

Time step 2E-10 - 4E-10, CFL: 0.2 

Initial nozzle condition Submerge state, 𝑇: 293 K, 𝑃: 0.1 MPa,𝑉: 0 m/s 

 

 

 

Figure 6 Configuration of 𝟏 𝟐⁄  geometry and mesh refining zone with a total of 560425 cells and the minimum 11 

grid resolution is 5 μm. The diameter of the orifice is 0.5 mm and its length is 2.5mm [15]. The fluid flows from 12 

the left inlet to the right outlet with the pressure gradient of 1MPa to 0.1 MPa.  13 

 14 
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 16 

The configuration of the nozzle is illustrated in Figure 6. The diameter of the orifice is 1 

500 𝛍𝐦 . Detailed descriptions can be found in Ref. [15]. Due to the limited 2 

computational resource, only half of the geometry is simulated. There are around 64 3 

cells across the orifice diameter which corresponds to an average cell size of 7.84 𝛍𝐦. 4 

The refined mesh zones are distributed inside the orifice, the inlet and outlet regions, 5 

as shown in Figure 6.  6 

Since the original experiments are performed in the submerged conditions [42][15], 7 

the simulation also assumes the initial conditions in the nozzle to be full of liquid with 8 

a trifle amount of N2, as summarized in Table 2. The inlet and outlet are set with 9 

pressure boundary conditions with the 10 bar and 1 bar, respectively, close to the 10 

experimental conditions [42][15].  11 

Besides, as discussed in the Introduction, in the original experiments, the tested 12 

conditions have contained the degassed and non-degassed conditions. Since no exact 13 

quantified amount of N2 is identified in the fluid during experiments, it is essential to 14 

determine a critical value to differentiate the non-degassed situation from the 15 

degassed state, for the convenience of modelling. As shown in Figure 4(a), the fluid 16 

state has transformed from single liquid state to two-phase saturation state with the 17 

increase of N2 in the fluid mixture. As the fluid is still in pure liquid state, N2 is therefore 18 

fully dissolved in the fluid, and the trifle N2 amount is exactly the same as the amount 19 

of dissolved N2. Two initial values for the mass fraction of N2, 𝑌N2 equalling to (2E-5, 20 

2e-6) are selected to represent the non-degassed and degassed state, respectively. 21 

The amount of N2 in the non-degassed state is the same as the work of Battistoni [20]. 22 

In contrast, the N2 concentration in the degassed state setting with 2E-6 is slightly 23 

higher than previous work (2E-7 in [20]) because in the current study, N2 is in the 24 

dissolved state unlike in [20] conditions where N2 is instead in the free gas state.  25 

All the cavitation simulations are conducted with a finite volume scheme within the 26 

large eddy simulation framework. The involved sub-grid scale (SGS) model for the 27 

turbulence is the Smagorinsky model.  28 

3.3 Model assessment against X-ray Radiography data 29 

The original experiments [42][15] have been conducted under the non-degassed and 30 

degassed conditions with the nozzle made of different materials (plastic, metal). 31 

Obvious differences are found for the results obtained with these different materials. 32 

As discussed in the Introduction, an extra void cloud is only detected with the plastic 33 

nozzle under the non-degassed situation [42](Figure 1). The effect of dissolved N2 is 34 

proven to be extremely weak when the metal nozzle is used [15](Figure 2). According 35 

to Duke et al. [42][15], the extra void zone is formed because of local imperfections 36 

(or roughness) on the plastic nozzle surface.  37 

For the simulated cases 𝑌N2 = (2E-5, 2E-6), the following analysis is based on a limited 38 

computational time: 0.36 ms and 0.44 ms, respectively. Although both cases have not 39 

reached the quasi-steady flow, the following comparisons with the experiments based 40 
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on the latest time instants have proved to be appropriate, particularly near the hole 1 

entrance and the orifice wall where the cavitation is the most intense. Therefore, the 2 

following discussions will focus on the model assessment against X-ray phase contrast 3 

imaging and X-ray Radiography data. However, because of the nozzle made of 4 

different materials (plastic, metal) and also the fact that initial YN2 is unknown in the 5 

experiments, the comparison of the numerical results with experiments can only be 6 

qualitative.  7 

It is also noteworthy that considering the compressibility of the liquid and gas mixtures, 8 

our model has improved the speed accuracy of traveling waves in the computational 9 

domain between the inlet and outlet, but these waves have led to longer CPU time to 10 

reach steady state compared to previous studies [20].  11 

The numerical results are calculated based on the integrated void fraction (𝛼𝑔) along 12 

the cast ray for both cases, the same as in the X-ray experiments. The line of sight 13 

integrations are performed in the 𝑌 (0° ) direction as well as the rotated 𝑋  (90° ) 14 

direction, as illustrated in Figure 7. One noting point is that the experimental images 15 

relating to the X-ray integrated void fraction are the time-averaged results collected 16 

at the steady flow state. Therefore, it is not appropriate to compare the instantaneous 17 

LES contour to the averaged experimental images shown in Figure 1 and Figure 2. 18 

Instead, the instantaneous X-ray phase contrast images from the experiments [42], 19 

[66] are displayed to compare with the simulated contour, as shown in Figure 8 and 20 

Figure 9, respectively. It is evident to observe from Figure 9 that the model can 21 

accurately capture the main cavities in the entrance and along the wall for both cases. 22 

In the experiments, because of the effect of defects in the plastic nozzle surface, more 23 

cavities are detected for the case with dissolved gas as marked in the circle in Figure 24 

8 [66]. It seems that the dissolved gas adhering to the surface of defects has 25 

functioned as nuclei for the extra cavitating zones.  26 

As for the numerical results, the cavitation structure and behaviours have proved to 27 

be very different in the degassed and non-degassed cases. First, the cavitation in the 28 

degassed case is much more intense than in the non-degassed case. In addition, it is 29 

more fragmented and dispersed for the degassed case which may be attributed to 30 

stronger waves unsteadiness and turbulence as shown in the following discussions.  31 

However, such dispersed cavitation is not detected in the experimental results. But 32 

surprisingly, the steady cavitation structure in the experimental degassed case has 33 

presented some resemblance with the numerical non-degassed case. Therefore, the 34 

real amount of non-condensable gas in the experiments is probably far exceeding the 35 

adopted values (2E-5 and 2E-6) in this work. Yet, the obtained numerical results for 36 

the non-degassed case has proved to be quantitatively close to the X-ray experimental 37 

data, as discussed below. 38 

Since only half geometry is simulated in this work, the radiography results for the 39 

other half nozzle have been obviously assumed the same as the simulated half-nozzle. 40 

Thus, the numerical radiography results shown in Figure 9 in the 𝑌(0°) direction are 41 
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computed (then doubled) accordingly. On the other hand, the radiography contour 1 

for the non-simulated half-nozzle in the 𝑋  ( 90° ) direction is also taken as the 2 

symmetry of the simulated results in Figure 9. Besides, in the 𝑋(90°) direction, the line 3 

of sight integration path covers the whole nozzle. Therefore, in this case, the 4 

numerical radiography results depicted in Figure 9 are post-processed in a more 5 

straightforward manner. As shown in Figure 9, the inlet sharp corner cavitation can be 6 

captured correctly with current LES simulations. Whereas, affected by unsteadiness 7 

and turbulence, the cavitation is not evenly distributed in the 0° and 90° directions, 8 

for both N2 concentration cases. With limited computational time, the void 9 

distribution seems not fully extended to the exit of the orifice for the non-degassed 10 

case. However, the cavitating flow is very close to the steady state.  11 

 12 

 13 

 14 

Figure 7 Demonstration of numerical radiography projection direction. 𝑿 direction denotes the rotated view 15 

based on the 𝒀 direction. 16 

 17 

 18 

Figure 8 Instantaneous X-ray phase contrast images relating the cavitating nozzle performed with the non-19 

degassed fuel and degassed fuel. The experimental images are snapped directly from the video in the website 20 

[67] with permission of Argonne National Laboratory. The wall cavitation is in the bright zones as illustrated by 21 

the arrows. The cavities marked in the circles are induced by the defects of the nozzle. The flow is from left to 22 

right. 23 

 24 

 25 
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 1 
Figure 9 Contour plots of the numerical radiography based on the line of sight integration of volume fraction of 2 

gas (𝜶𝒈) for the non-degassed case (𝒀𝑵𝟐 = 𝟐𝑬 − 𝟓, t = 0.36 ms) and degassed case (𝒀𝑵𝟐 = 𝟐𝑬 − 𝟔, t = 0.44 ms). 3 

The 𝟎∘ view and 𝟗𝟎∘ view denote the radiography are along 𝑿 and 𝒀 direction, respectively. The fluid is from 4 

left to right. 5 

 6 

As aforementioned, since the numerical results of the non-degassed case show high 7 

resemblance to the experimental results qualitatively, a further quantitative 8 

comparison with the latest experimental results is conducted to assess the numerical 9 

model. Two profiles of void fraction have been plotted in the locations near the hole 10 

entrance and close to the orifice wall (see dashed lines in Figure 9) where the 11 

cavitation is most intense. More precisely, the radial profiles are at the axial distance 12 

of 𝑧 𝐿⁄  = 0.1 (𝑧 is the axial distance from hole inlet and 𝐿 is the length of the hole) and  13 

the axial profiles are plotted along the wall of the orifice at (𝑟
𝑅⁄  = 0.99) (𝑟 is the radial 14 

distance and 𝑅 is the hole radius). To ensure the accuracy of the averaged results, 15 

several numerical results are collected around the targeted position within a deviation 16 

of 0.05 mm. As it may be observed in Figure 10, the numerical axial and radial profile 17 

shapes follows the experimental results well, but these are somewhat overestimated 18 

in the near wall for the 0∘  direction integration and underestimated for the 90∘ 19 

direction. Therefore, the averaged value of the two directions corresponds better to 20 
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 20 

the averaged experimental profiles, as depicted in Figure 10. The uneven distribution 1 

of the void fraction as aforementioned can be observed both in axial and radial 2 

directions. It is undeniable that averaging the LES results based on longer 3 

computational time as well as realizing the spatial averaging (through computing the 4 

entire geometry) would better highlight the correspondence with the averaged 5 

experimental results. This will be confirmed in future work.  6 

 7 

  
Figure 10 Quantitively comparison between the averaged radiography experimental data [15] and the LES results 8 

for the non-degassed case (𝒀𝑵𝟐 = 𝟐𝑬 − 𝟓, t = 0.36 ms).  9 

 10 

3.4 Effect of N2 on cavitation inception 11 

As discussed in the previous Section 3.1, higher N2 concentration in the fluid will bring 12 

about the elevation of vapor pressure and the reduction of tensile strength for the 13 

cavitation inception. Therefore, one may expect that the cavitation will incept earlier 14 

in the case with more N2. Indeed, as displayed in Figure 11, where the cavitation zone 15 

is shown with the iso-surface (𝛼𝑔 = 0.5), the cavitation in the case with higher amount 16 

of N2 (𝑌𝑁2 = 2𝐸 − 5) starts at earlier time, around 260 𝜇𝑠, than in the case with less 17 

N2 (𝑌𝑁2 = 2𝐸 − 6)  for which the inception of cavitation is severely lagged up to 18 

around 310 𝜇𝑠. 19 

The minimum pressure is also larger for the fluid with more N2 at the location of 20 

cavitation inception, as shown in the palette of Figure 11. Hence this result is 21 

consistent with the fact that vapor pressure increases with higher amount of nitrogen, 22 

as discussed previously in Section 3.1. One noting point is that the cavitation has not 23 

appeared in the inlet corner of the orifice for both cases. Instead, it starts in the shear 24 

stress layer as shown in the velocity contour in Figure 12. This phenomenon has been 25 

confirmed in recent experimental observation [68]. As a matter of fact, the cavitation 26 

has incepted at the position of 𝑍 𝐿⁄ = 0.1 where the pressure clip-planes are depicted 27 

in Figure 11. Then, the formed nuclei are transported downstream with the flow. 28 
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 21 

Meanwhile, more regions start cavitating. It is interesting to detect that with similar 1 

time interval (20 𝜇𝑠) in Figure 11, the cavity formation and growth rate is much larger 2 

for the flow with higher amount of N2, as observed at the time interval [260 𝜇𝑠, 280 𝜇𝑠], 3 

compared to the time interval [310 𝜇𝑠, 330 𝜇𝑠]. This implies that the dissolved gas 4 

promotes the growth rate of the bubbles in addition to facilitating the inception of 5 

bubbles nuclei. With more non-condensable gas in the fluid, the maximum velocity 6 

proved to be slightly higher (54 m/s instead of 53 m/s) as shown in the velocity contour 7 

(Figure 12).  8 

 9 

  

  

  
 10 

Figure 11 Demonstration of the effect of N2 on cavitation inception and developing processes. The cavity is 11 

presented with the iso-surface of gas volume fraction (𝜶𝒈= 0.5). The left and right column of images corresponds 12 

to the Case 𝒀𝑵𝟐 = 2E-5 and Case 𝒀𝑵𝟐 = 2E-6, respectively. 13 

 14 

Yn2=2E-5 Yn2=2E-6
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Figure 12 Demonstration of the effect of N2 on the velocity contour at the location of cavitation inception.  1 

The left, right column of images corresponds to the Case 𝒀𝑵𝟐 = 2E-5 and Case 𝒀𝑵𝟐 = 2E-6, respectively. 2 

3.5 Effect of N2 on cavitation evolving 3 

With the phase equilibrium model developed in this work, the detailed analysis of the 4 

homogeneous nucleation process becomes possible when the capillary effect is 5 

neglected. Indeed, the current test cases have demonstrated the process of phase 6 

transition from a multicomponent (Viscor, N2) single-phase flow to a two-phase flow 7 

inside the orifice, automatically. In this section, phase transition (i.e. nucleation) is 8 

discussed further, as it constitutes one of the most important novelties of this work.  9 

The following discussion is based on the degassed case (𝑌𝑁2 = 2E-6). In this case, it is 10 

proved that the initial fluid is thermodynamically in single-phase. The phase transition 11 

(i.e. nucleation) from a single phase (multicomponent liquid) towards a two-phase, 12 

then further to a single phase gas state, corresponds to the formation of resolved 13 

bubbles, as shown in Figure 13. For instance, the phase transition phenomenon may 14 

be observed in this figure while the gas volume fraction ( 𝛼𝑔)  is increasing 15 

progressively up to 1 E-2 during the period (280-320) µs. The initial nuclei keep 16 

growing from the fully dissolved N2 state (𝛼𝑔 < 1𝐸 − 4) to a two-phase situation, and 17 

finally to free gas (𝛼𝑔 ≥ 0.99) with enough long time, as shown in Figure 13. One 18 

noting point is the evolution of the volume fraction of the N2 in the gas cavities (𝛼𝑔,𝑁2) 19 

which is defined with the formula 𝛼𝑔,𝑁2 = 𝛼𝑔 ∗ 𝑦𝑁2, where 𝑦𝑁2 is the molar fraction 20 

of N2 in the gas phase. The N2 amount in the nuclei has kept increasing and almost 90% 21 

of the cavities are filled with N2 as time evolves to 0.38 ms. However, in the earlier 22 

period (280-360) µs, the amount of N2 is lower than half of the overall gas cavity 23 

volume. In the phase equilibrium model, restricted by the constraint 𝑦𝑁2 + 𝑦𝑣𝑖𝑠𝑐𝑜𝑟 =24 

1 in gas phase, the evolving of the amount of the vaporous fuel and N2 are mutually 25 

affected, which also implies that the gaseous cavitation and vaporous cavitation 26 

processes are mutually impacted. According to the current numerical results, 27 

vaporous cavitation is the dominant phase transition process during the nucleation 28 

stage. Then, gaseous cavitation becomes more critical during the growth of the 29 

cavities. It is therefore undeniable that gaseous cavitation plays a major role in the 30 

later stage according to the current results. Another interesting point is that the 31 

evolving process has seen the collapse of vaporous bubbles, especially at later stage 32 

Yn2=2E-5 Yn2=2E-6
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 23 

as shown in Figure 13 for t > 0.38 ms. In addition, only gaseous (or non-condensable) 1 

cavitation seems to survive in the later stage. 2 

 3 

 4 

    

    
 5 

Figure 13 Demonstration of nucleation and cavitating process within the time intervals of 0.14 ms. The cavitating 6 

zone is presented by iso-surfaces of different void fraction (𝜶𝒈) indicated at the top of each image. The iso-7 

surfaces are colored by the amount of gas N2 in the gas phase (𝜶𝒏𝟐 = 𝜶𝒈,𝑵𝟐), as shown by the different palettes.  8 

 9 

3.6 Effect of N2 on unsteadiness and turbulence 10 

As aforementioned, the case with less non-condensable gas has shown stronger 11 

unsteadiness and turbulence compared to the one with more non-condensable gas. 12 

This is further clarified in the contour plots of velocity, eddy viscosity and vorticity, as 13 

shown in Figure 14. The turbulent viscosity is much larger for the degassed case. More 14 

complex vorticity is also detected in this case. The generation of vorticity is attributed 15 

to more intense cavitation and collapse, as observed in previous PIV experimental 16 

observations [69]. One could also observe the vorticity streaks generated especially at 17 

the orifice entrance in the non-degassed case. Indeed, they are very similar to the 18 

structures observed experimentally in Figure 8 also for the non-degassed case. In 19 

addition, in contrast with the non-degassed case where the flow is relatively smooth, 20 

the vorticity and the turbulent eddies are convected downstream but also towards 21 

the hole axis, as could be noticed in Figure 14 in degassed case. More intense 22 

cavitation is also witnessed for the degassed case which may be again verified by the 23 
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smaller density and larger density gradient (Figure 15). In this Figure, a large two-1 

phase region is formed especially in the second half of the nozzle for both non-2 

degassed and degassed cases, which corresponds to the regions with the smallest 3 

sound speed. This is witnessing the local Mach number has far exceeded one, which 4 

denotes the flow has entered the supersonic regime. This implies that it is important 5 

to take into account the compressibility of the liquid for the cavitation simulation 6 

which may explain why the stationary state is too long to reach. 7 

 8 

 9 
Figure 14 Contour plots of velocity (𝑽), eddy-viscosity (𝝁) and voticity (𝝎) for the non-degassed and degassed 10 

cases. The clip plane is the symmetry plane of the nozzle geometry normal to 𝒀 direction (see Figure 7). 11 

 12 

 13 

Figure 15 Contour plots of density (𝝆), density gradient (𝛁𝝆) and speed of sound (Cs) for the non-degassed and 14 

degassed cases. The clip plane is the symmetry plane of the nozzle geometry normal to 𝒀 direction (see Figure 15 

7). 16 

 17 
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4.  Conclusions and challenges 1 

A fully compressible two-phase flow model based on phase equilibrium theory with 2 

real fluid equation of state has been described in the current study. The capability of 3 

fluid transition from pure liquid to two-phase state has been firstly verified through 4 

stand-alone vapor-liquid equilibrium computation. It is shown that with the addition 5 

of N2, the involved non-condensable gas can evolve from the dissolved state to free 6 

gas state. Besides, more N2 can be dissolved at high pressure. Then, the model was 7 

applied to simulate the cavitation phenomenon inside a single-hole nozzle to 8 

investigate the effect of dissolved N2 on the cavitation behaviour. The obtained quasi-9 

steady results are quantitatively comparable to the X-ray experimental results. Several 10 

conclusions are summarized from the LES simulations: 11 

1) With real-fluid phase equilibrium solver, the model is able to dynamically 12 

predict the phase transition process such as the nucleation phenomenon and 13 

subsequent cavitation.  14 

2) With more dissolved N2, the cavitation inception time is much earlier than for 15 

degassed fluid.   16 

3) With the formation and collapse of the void cavities, more turbulent 17 

unsteadiness is highlighted for the case with less N2.  18 

The two-phase flow model combined with a real-fluid phase equilibrium solver has 19 

been shown to have more advantages in revealing the cavitation physics details than 20 

previously published cavitation models using barotropic or incompressible liquid 21 

assumptions, for instance. According to the current numerical results, the fraction of 22 

non-condensable N2 in the gaseous cavities have been quantified. It turns out that 23 

vaporous cavitation is the dominant phase transition process during the nucleation 24 

stage especially in the fluid with minimal N2. Then, gaseous N2 cavitation becomes 25 

more significant during the growth of the cavities. 26 

Finally, one should admit that there are still several challenges to be addressed for 27 

proper cavitation simulations. The first and most important issue is computational 28 

efficiency. We found that more than 70% of the CPU time is consumed in the 29 

thermodynamic equilibrium computation. A possible solution to address this issue is 30 

using tabulation method [70], [71]. Indeed, all the thermal properties including phase 31 

composition, speed of sound, internal energy…etc, from phase equilibrium calculation 32 

could be stored in a table prepared before the simulation starts. This can avoid the 33 

time-consuming thermodynamics computation. The other encountered issue is the 34 

convergence problem as approaching the phase boundary. It is found that tons of 35 

iterations are needed to reach the convergence criterion at phase boundaries. The 36 

main reason is ascribed to the huge gradient of phase properties at the phase 37 
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boundary. Potential numerical instabilities caused by the oscillations in the phase 1 

boundary are also witnessed. It is recommended to adopt better algorithm to resolve 2 

this issue. The current work is expected to provide some references for the cavitation 3 

modelling using real-fluid EoS. 4 

 5 
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Input

𝑡" (𝑃", 𝑇", 𝛼("𝜌(,*" , 𝑒", 𝜌", 𝑥*", 𝑦*", 𝐶/")

(𝑃1, 𝑇1, 𝑌31)

(𝑒4, 𝜌4, 𝛼(4𝜌(,*4 )

(𝑃"56, 𝑇"56, 𝛼("56𝜌(,*"56	, 𝐶/
"56 ,	𝑥*"56, 𝑦*"56 ) 

Phase D

Phase C

Phase B

Phase A

𝑡1
Initialization

(Solve Lagrangian spray and combustion, etc)

(Solve transport equations without convection terms by 
using generalized SIMPLE algorithm)
(Solve convection term with explicit sub-cycle method)

Thermal solver
(Frozen flow)

Flow-solver
(No phase 
change) 

𝑡"56

End

(Solve phase change terms)
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