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A fully coupled scheme using Virtual Element Method and Finite
Volume for poroelasticity

Julien Coulet · Isabelle Faille · Vivette Girault · Nicolas Guy · Frédéric Nataf

Abstract In this paper, we design and study a fully cou-
pled numerical scheme for the poroelasticity problem mod-
elled through Biot’s equations. The classical way to numer-
ically solve this system is to use a finite element method
for the mechanical equilibrium equation and a finite volume
method for the fluid mass conservation equation. However,
to capture specific properties of underground media such as
heterogeneities, discontinuities and faults, meshing proce-
dures commonly lead to badly shaped cells for finite element
based modelling. Consequently, we investigate the use of
the recent virtual element method which appears as a poten-
tial discretization method for the mechanical part and could
therefore allow the use of a unique mesh for the both me-
chanical and fluid flow modelling. Starting from a first in-
sight into virtual element method applied to the elastic prob-
lem in the context of geomechanical simulations, we apply
in addition a finite volume method to take care of the fluid
conservation equation. We focus on the first order virtual
element method and the two point flux approximation for
the finite volume part. A mathematical analysis of this orig-
inal coupled scheme is provided, including existence and
uniqueness results and a priori estimates. The method is then
illustrated by some computations on two or three dimen-
sional grids inspired by realistic application cases.
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1 Introduction

Geomechanics relies on the description of the coupling be-
tween mechanical deformations of the media and subsur-
face flow. Over the past few decades, it became increasingly
clear that taking into account the interaction between these
two physics could give a better representation of the reality
in certain cases such as reservoir simulation [30]. This led
to coupled models and consequently raised the question of
the numerical approximation of these models. The natural
choice has been to use two spatial discretization methods,
each being widely used for one of the two physical prob-
lems: finite element method for the mechanical part and fi-
nite volume method for the flow part [25]. To work prop-
erly, this approach requires either a mesh compatible with
the two discretization methods, or two distinct meshes with
some interpolation operators to transfer the variables from
one to the other, see eg [20]. The point is that when dealing
with subsurface media, the specific geometries encountered
such as heterogeneities or faults make it difficult to obtain a
reasonable mesh admissible for the finite element method.

For these reasons, we are interested in replacing the fi-
nite element method by another numerical scheme that al-
lows for more general meshes. Our aim is to use it together
with the finite volume scheme on the same spatial grid. Sev-
eral such schemes have been identified in recent reviews
[8]. Without being exhaustive, we may mention the exten-
sion of finite element methods to polyhedral meshes with
the use of barycentric [27] or harmonic [11] shape func-
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tions, the families of Discontinuous Galerkin [24], Hybrid
Discontinuous Galerkin [15] and Hybrid High Order [16]
methods, the Weak Galerkin method [29] or the Mimetic Fi-
nite Differences (MDF) [28]. This last category, rewritten in
a variational framework, gave birth to the Virtual Element
Method (VEM) which allows very general cells geometries
[22]. Compared to the forementioned methods, VEM avoid
manipulating cumbersome polynomial shape functions or
managing a large number of degrees of freedom. They bene-
fit from a theoretical framework inherited from the MFD and
enriched by some works covering for example stability [9],
a priori [12] and a posteriori [14] estimates or serendipity
[7]. From their original introduction in [3], these methods
have been applied to an increasing number of problems, in-
cluding linear elasticity in two or three dimensions, even in
the specific context of geomechanical simulations [2].

The aim of our work is to design and study a coupled nu-
merical scheme for poroelastic problems using this virtual
element method formulation for the mechanical equilibrium
together with a finite volume scheme applied to the fluid
conservation equation. This last choice is motivated by the
existence of robust finite volume schemes suitable for the
discretization of the flow problem over badly shaped grids.
In addition, these schemes guarantee the fluid mass conser-
vation on contrast to the virtual element methods.

This paper is thus organized in the following way. Sec-
tion 2 recalls the poroelastic model to be solved. The con-
struction of the coupled scheme is detailed in section 3. A
certain generality on the choice of the two discretization
methods is initially kept, but we then focus on the use of
the lowest order virtual element method and of the simplest
finite volume scheme. This choice of underlying methods
allows us to provide a mathematical analysis of the coupled
scheme in section 4. Existence and uniqueness results are
established as well as an a priori error estimate. We show
that in a certain norm, the convergence rate of the coupled
scheme is one in time and in space. Section 5 illustrates the
behaviour of the scheme, first on an academic case in order
to confirm the theoretical part, and then on a realistic physi-
cal case.

2 The poroelastic model

The governing equations of the interactions between me-
chanical deformations and fluid flow in a porous media re-
sult from the work of [10]. The modelling involves two cou-
pled equations obtained from the mechanical equilibrium
and from the fluid mass conservation, under the assumptions
of quasistatic strains and slightly compressible single-phase
flow.

Given an open subset Ω of Rd (d = 2 or 3) with bound-
ary ∂Ω and unit outward normal n, let u(x, t) and p(x, t)
respectively refer to the displacement vector and to the fluid

pressure. For a volumetric force f : Ω × ]0,T ]→ Rd , the
mechanical equilibrium reads

−div
(
σ

e(u)−α pId
)
= f (1)

where the total stress σ(u, p) := σ
e(u)−α pId depends on

the effective stress σ
e(u) and on the pressure through the

dimensionless Biot-Willis coefficient α close to one. The
mechanics sign convention is adopted for the stresses. When
dealing with linear elastic solids, the effective stress is given
by the classical relation

σ
e(u) =Cε(u) with ε =

1
2

(
∇u+∇uT

)
where C is the fourth-order stiffness tensor which, in the
simplest case of isotropic elasticity, can be described by two
independent piecewise constant coefficients such as Young
modulus E and Poisson coefficient ν .

The mass conservation equation is applied to the fluid
content c0 p+αdiv(u) taking into account the mechanical
variation of pore volume αdiv(u) and the constrained spe-
cific storage coefficient c0 > 0. This last coefficient, whose
dimension is the inverse of a pressure, measures the amount
of fluid that can be injected in the media during a pressure
increase at constant pore volume. The fluid velocity v f is
given by Darcy’s law

v f =−κ (∇p−ρ f g),

g being the gravity field, which means that v f is proportional
to the hydrostatic disequilibrium with a d×d matrix ratio κ

called mobility matrix. This matrix is defined as the quotient
of the media permeability and the fluid dynamic viscosity.
Under the slightly compressible hypothesis, the mass con-
servation equation leads to the volume conservation equa-
tion

∂t (c0 p+α div(u))+div
(
−κ (∇p−ρ f g)

)
= q (2)

for any volumetric source term q : Ω × ]0,T ]→ R.
The conservation relations (1) and (2) are complemented

by initial and boundary conditions applied to both equations
to form the poroelastic system : assuming that ∂Ω = ΓDd ∪
ΓNd ,ΓDd ∩ΓNd = /0 and |ΓDd | > 0 (resp. ΓDp ,ΓNp ) and given
tN : ΓNd×]0,T ]→Rd , φN : ΓNp×]0,T ]→R and p0 : Ω →R,
the pair (u, p) satisfies

in Ω × ]0,T ]:

−div
(

Cεu−α pId

)
= f, (3a)

∂t (c0 p+α div(u))+div
(
−κ (∇p−ρ f g)

)
= q, (3b)
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on the boundaries for t ∈]0,T ]:

u = 0 on ΓDd , (3c)

(σ e−α pId) ·n = tN on ΓNd , (3d)

p = 0 on ΓDp , (3e)

−κ (∇p−ρ f g) ·n = φN on ΓNp , (3f)

and for x ∈Ω at initial time:

p(x, t = 0) = p0(x), (3g)

u(x, t = 0) solution of (3a) with p = p0. (3h)

Existence and uniqueness results of a continuous solution of
(3), under certain regularity requirement on the data, can be
found in [26].

3 Construction of the coupled discretization

This section starts with a generic formulation using a varia-
tional approximation of the mechanical equation and a finite
volume formulation of the flow equation. Some points, as
the approximation spaces or the exact discrete operators, are
not specified at this stage. This allows to substitute after-
ward any VEM-like operator and any finite volume opera-
tor in the coupled scheme. With this in mind, subsection 2
describes the construction of the first order virtual element
method operator for the elastic problem, whereas subsection
3 briefly recalls a finite volume approximation for the fluid
problem. The last subsection reverts to the coupled scheme;
it uses these two discretizations and adds a few details on
the treatment of coupling terms. For the sake of simplicity,
the gravity term is omitted.

3.1 The generic coupled scheme

Let V0 and Q be the following function spaces:

V0 =
{

v ∈ (H1(Ω))d : v|ΓDd
= 0
}
,

Q =
{

p ∈ H1(Ω) : p|ΓDp
= 0
}
.

Let f∈ (L2(Ω × ]0,T [))d and tN ∈ (L2(ΓNd × ]0,T [))d . For
the purpose we have in mind, on the one hand, the elasticity
equation is set into a variational form by integrating (3a) by
parts against any test function v of V0,∫

Ω

C εu : εv−
∫

Ω

α p div(v) =
∫

Ω

f ·v+
∫

ΓNd

tN ·v. (4)

We recognize above the symmetric continuous bilinear co-
ercive form on V0 associated to the standard elasticity prob-
lem,

aΩ (u,v) :=
∫

Ω

C εu : εv. (5)

On the other hand, the variational formulation for the flow
equation will be replaced below by a suitable integration on
control volumes.

Now, we turn to the discretization. The domain Ω is de-
composed into non overlapping Lipschitz polyhedra Ki such
that K̊i ∩ K̊ j = /0 and ∪iKi = Ω . For each polyhedron, hK
is the diameter of K, |K| its measure and xK its barycen-
ter. Its set of vertex indices is denoted MK and its number
of vertices is denoted MK . In the three dimensional case,
we use the superscript · f to similarly define the quantities
h f , | f |,x f ,M f and M f for each face f of K. In the two di-
mensional case, we keep the notation K to designate the
polygons. This tessellation of Ω is denoted τh where h =

maxK (hK). Let (Vh,0,Qh) be a pair of discrete spaces and
let ah be a discrete approximation of the bilinear form aΩ ,
to be specified further on. The space approximation of (4)
consists in searching for (uh, ph) in (Vh,0,Qh) satisfying

ah(uh,vh)−∑
K

α

∫
K

div(vh) ph =
∫

Ω

f ·vh +
∫

ΓNd

tN ·vh (6)

∀vh ∈Vh,0. Concerning the fluid equation, Stokes formula is
used on each cell K to write

∀K ∈ τh,
∫

K
∂t(c0 p+αdiv(u))+

∫
∂K\ΓNp

−κ∇p ·nK

=
∫

K
q−

∫
∂K∩ΓNp

φN , (7)

where nK is the outward unit normal to K. In order to dis-
cretize the fluid equation (7), the time interval [0,T ] is split
into time steps (tn)N

n=0 such that ∆ t := tn+1− tn is constant.
A backward Euler scheme is used to approximate the time
derivative: denoting ζ n(x) = ζ (x, tn),

∂tζ
n(x)≈ D−ζ

n(x) :=
ζ n(x)−ζ n−1(x)

∆ t
. (8)

This time discretization is applied to equation (7), and fol-
lowing the finite volume framework, see [18], the boundary
integral

∫
f⊂∂K−κ∇p ·n leaving cell K across face f is ap-

proximated by a numerical flux FK f to obtain, for each cell
K ∈ τh and for every n, 1≤ n≤ N,

∫
K
(c0 pn

h +αdiv(un
h))+∆ t ∑

f⊂∂K
f 6⊂ΓNp

F n
K f =

∫
K

(
∆ t qn + c0 pn−1

h +αdiv
(
un−1

h

))
−∆ t

∫
∂K∩ΓNp

φ
n
N . (9)

The generic discrete coupled scheme is therefore given by:
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For each time tn, find (un
h, pn

h) ∈ (Vh,0×Qh) such that

∀vh ∈Vh,0,

ah(un
h,vh)−∑

K
α

∫
K

div(vh) pn
h =

∫
Ω

fn ·vh+
∫

ΓNd

tn
N ·vh

∀K ∈ τh,
∫

K
(c0 pn

h +αdiv(un
h))+∆ t ∑

f⊂∂K
f 6⊂ΓNp

F n
K f

=
∫

K

(
∆ t qn + c0 pn−1

h +αdiv
(
un−1

h

))
−∆ t

∫
∂K∩ΓNp

φ
n
N

(10)

Generic VEM-FV formulation

We will now first construct the first order virtual element
method used for the elasticity equation, defining the space
Vh,0 and the discrete form ah, and secondly choose a finite
volume scheme to be used for the fluid equation, defining
the space Qh and the numerical flux FK f . From now, we
use the following notations for the norms: in a region ω ,

‖v‖L2(ω) =

(∫
ω

v2
) 1

2
,‖v‖H1(ω) =

(∫
ω

v2 +∇v ·∇v
) 1

2
,

and

‖v‖L2(ω) =

(∫
ω

v ·v
) 1

2
,‖v‖H1(ω) =

(∫
ω

v ·v+∇v : ∇v
) 1

2
.

For more readability, we will just write ‖·‖L2 or ‖·‖H1 when
ω ≡Ω . For the time discretization, we also define the norms

‖v‖L2(T ) =

(∫ tN

t0
v(t)2dt

) 1
2

and ‖v‖L∞(T ) = max
n∈[0,N]

|v(tn)|.

These spatial and in time norms may be compacted in dou-
ble subscript such as

‖v‖L2(0,T ; H1) = ‖v‖L2(0,T ; H1(Ω)) =

(∫ tN

t0
‖v(t)‖2

H1(Ω)dt

) 1
2

.

3.2 Virtual element method for the elasticity equation

In this part, we focus on the elasticity equation

Find u ∈V0 s.t. ∀v ∈V0,

aΩ (u,v) =
∫

Ω

f ·v+
∫

ΓNd

tN ·v := l(v) (11)

and we introduce the core ideas of the first order virtual el-
ement method. For more details, see eg [6] for theoretical
aspects or [19] for implementation aspects.

Approximation space On each element K, an approximation
space V K

h ⊂ H1(K) is built in a such way that

– The functions of V K
h are well-defined at the vertices of

K.
– First order polynomial functions are included in V K

h .
– Any function in V K

h is determined by its values at the MK
vertices of K.

– In three dimensions (respectively, two dimensions), the
trace of any function of V K

h on any face f (respectively,
edge e) of the boundary ∂K of K depends only on the
values of the function at the vertices of f (respectively,
e).

Thus the degrees of freedom of V K
h are the values of its func-

tions at the vertices of K. Furthermore, as in standard finite
element theory, the last property above guarantees that the
spaces V K

h can be assembled so as to constitute a conform-
ing approximation of H1(Ω). We start with the two dimen-
sional case: K thus stands for a given polygon. The scalar
space V K

h,scal defined as follows satisfies these conditions:

V K
h,scal = {vh ∈ H1(K) : ∀ edge e ∈ ∂K,vh|e ∈ P1(e);

vh|∂K ∈ C 0(∂K); ∆vh = 0 in K}. (12)

In three dimensions, the definition of V K
h,scal is less obvious.

The notation K now stands for a polyhedron made of polyg-
onal faces f . We first define on each of these faces an oper-
ator π f ,0 : {v ∈ H1( f ) : v ∈ C 0(∂ f )}→ P1 by

π
f ,0v(x) = 〈∇v〉(x−x f )+ v f

where 〈∇v〉 = 1
| f |
∫

f ∇v and ζ f =
1

M f
∑i∈M f

ζ (Vi) with ζ ≡
x or ζ ≡ v. We now build on each face a space in which π f ,0

is a L2 projection:

V f
h,scal = {vh ∈ H1( f ) : ∀e,vh|e ∈ P1(e); vh|∂ f ∈ C 0(∂ f );

∆vh ∈ P1 in f ;
∫

f
π

f ,0vhq =
∫

f
vhq ∀q ∈ P1}.

Finally, the three dimensional approximation space on the
polyhedron V K

h,scal is constructed from the polygonal spaces
by

V K
h,scal = {vh ∈ H1(K) : vh| f ∈V f

h,scal∀ f ∈ ∂K;

∆vh = 0 in K}. (13)

Remark: the natural extension to three dimensions would
have been to simply use the definition (12) with K = f for the
polygonal space V f

h,scal . Unfortunately, this choice lead to
an approximation space that contains less informations and
does not allow to evaluate exactly the bilinear form. Never-
theless, the two polygonal spaces are equivalent in term of
dimension and degrees of freedom as shown in [1].
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In both cases, we note that the approximation space is
reduced to P1 on simplicial cells. In the general case, ad-
ditional functions are contained in V K

h,scal . The fact that the
explicit knowledge of these functions is not required justi-
fies the terminology virtual and accounts for the flexibility
of the method. The global scalar space Vh,scal then comes
from the conformal assembling of the local spaces

Vh,scal = {vh ∈ H1(Ω) : vh|K ∈V K
h,scal for all K ∈ τh}. (14)

The global degrees of freedom of Vh,scal are the values of
functions at the M vertices of τh: for each vertex Vi, the
scalar basis function is defined by ϕi(Vj) = δi j ∀ j ∈M lead-
ing to the Lagrange interpolation identity

∀vh ∈Vh,scal , vh(x) = ∑
i∈M

vh(Vi)ϕi(x)

where M denotes the set of vertex indices. In the case of our
vectorial problem, the scalar spaces are duplicated to con-
struct the approximation spaces V K

h = (V K
h,scal)

d and Vh =

(Vh,scal)
d . The scalar basis functions are used to define d ba-

sis functions on each node by ϕk
i = ϕi ek (k = x,y,z). The

functions belonging to Vh are expressed on the {ϕk
i } basis

by

vh(x) = ∑
i∈M

vx
h(Vi)ϕ

x
i (x)+vy

h(Vi)ϕ
y
i (x)+vz

h(Vi)ϕ
z
i (x).

Approximate weak formulation Because the exact bilinear
form can not be directly computed for the virtual basis func-
tions, the VEM strategy is to replace it by an approximate
bilinear form ah chosen to be computable from the degrees
of freedom. This is done element wise by using the splitting

aΩ (uh,vh) = ∑
K∈τh

aK(uh,vh) where aK(u,v) =
∫

K
C εu : εv,

approximating aK
h (uh,vh)≈ aK(uh,vh) in each element, and

building ah = ∑K∈τh
aK

h . Despite this variational crime, con-
vergence remains ensured when the two following proper-
ties are verified:

1. Consistency: for all p ∈ Pd
1 , for all vh ∈V K

h

aK
h (vh,p) = aK(vh,p). (15)

This property ensures the accuracy of the method. It al-
lows the patch test to be satisfied, in the sense that the
method is exact when the true solution is linear.

2. Stability: there exist two positive constants α?,α
? inde-

pendent of K and h such that ∀vh ∈V K
h ,

α?aK(vh,vh)≤ aK
h (vh,vh)≤ α

?aK(vh,vh). (16)

This inequality guarantees the coercivity of the form ah
and the uniqueness of the solution.

Since property (15) applies to the polynomial part of the
functions of V K

h , defining a local projection operator πK from
V K

h to Pd
1 to ensure the consistency seems to be a good idea.

In fact, it is easy to see that if

∀vh ∈V K
h , aK(πKvh,q) = aK(vh,q) for all q ∈ Pd

1 , (17)

the approximate form ãK
h (u,v) := aK(πKu,πKv) is consis-

tent (using πKp = p for p ∈ Pd
1 ). Moreover, we will show

later that such a projector can be computed from degrees
of freedom even for the virtual functions. At this point, we
shall remark that ãK

h does not respect the stability property
(16). Following [6], the addition of the bilinear form

s̃K
h (u,v) := hd−2

K C∞ ∑
i∈MK

(u−π
Ku)(Vi) · (v−π

Kv)(Vi),

where C∞ = maxi jkl |Ci jkl |, allows to recover the stability
property without affecting the consistency. Consequently,
the sum of ãK

h and s̃K
h defines the consistent and stable ap-

proximate bilinear form

aK
h (u,v) := aK(πKu,πKv)

+hd−2
K max |C| ∑

i∈MK

(u−π
Ku)(Vi) · (v−π

Kv)(Vi). (18)

For the same reasons, the right-hand side of the varia-
tional formulation has to be approximated by a computable
discrete linear form lh(vh). Proceeding again element-wise,
the integrals are approximated by

lK
h (vh) := ∑

i∈MK

ω
K
i f(Vi) ·vh(Vi)+ ∑

i∈MK∩ΓNd

ω
∂K
i tN(Vi) ·vh(Vi) (19)

where ωK
i and ω∂K

i are dimension dependent integration
weights, taken from [19] and illustrated by figure 1. The
order of the error due to this quadrature approximation is
equivalent to the one produced by the numerical scheme.
Other choices are possible for this load term approximation,
see eg [2]. We then construct lh = ∑K∈τh

lK
h .

Let M int be the set of non Dirichlet degrees of freedom
indices (including Neumann boundary), and let Mint denote
the number of these indices. Introducing the space

Vh,0 = {vh ∈Vh : vh(Vi) = 0 if i 6∈M int}
and testing the unknown uh against each basis function, the
approximate variational formulation of (11) reads

Find uh ∈Vh,0 such that for all vh ∈Vh,0,

ah(uh,vh) = lh(vh) (20a)

or equivalently, find U = (ux
h1,u

y
h1, · · · ,uz

hMint) solution of
the linear system

AhU = L u (20b)

with Ahik jl = ah(ϕ
k
i ,ϕ

l
j) and L u

ik
= lh(ϕk

i ).

Approximate variational problem
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ωi

ViVi−1 Vi+1e−i e+i

ωixF

e+i

e−i

Vi xK

Vi

xF

Fig. 1 Integration weight using node values for the right-hand side. In
one dimension, ωi is the length of the line connecting the midpoints
e−i ,e

+
i . In two dimensions, ωi is the area of the quadrangle with ver-

tices Vi, the barycenter xF and the line midpoints e−i ,e
+
i . In three di-

mensions, ωi is the volume of the three pyramids based on Vi, xF , mid-
points ei and having xK (barycenter of K) as summit. For more read-
ability, only one of these three pyramids is shown on the sketch.

This problem admits a unique solution satisfying the error
estimate of Lemma 1, as shown in [4].

Lemma 1 Assume that each cell K is star shaped with re-
spect to a ball of radius r hK , where r > 0 is a constant in-
dependent of h and K, smaller than the ratio between the
shortest edge of K and its diameter. Under the consistency
(15) and stability (16) properties, the approximate problem
(20a) has a unique solution uh. Moreover, for every approx-
imation uI of u in Vh and for every approximation uπ of u
that is piecewise in Pd

1 ,

‖uh−u‖H1 ≤C

‖u−uI‖H1 +

(
∑

K∈τh

‖u−uπ‖2
H1(K)

) 1
2

+ sup
vh∈Vh,0

l(vh)− lh(vh)

‖vh‖H1

)

where C is a constant depending only on Ω ,C,α?,α? and
on the coercivity constant of a.

The assembling of the equivalent linear system is done ele-
ment wise following the classical strategy of finite element
methods. The only difficulty is the computation of the pro-
jection πK(ϕk

i ) for each basis function ϕk
i in order to evalu-

ate ah.

Computing πK The general method to compute the projec-
tion πK is to explicit the system (17) for each basis function
and to solve it, obtaining the matrix representation of πK

as done in [5]. However, at the lowest order of consistency
(p∈ Pd

1 in (15)), it can be shown that the projector explicitly
defined below by (21) satisfies the condition (17):

π
Kv(x) = 〈∇v〉(x−xK)+vK (21)

where 〈∇v〉= 1
|K|
∫

K ∇v and ζK = 1
MK

∑i∈MK ζ (Vi) with ζ ≡
x or ζ ≡ v.

Indeed, using the fact that ε(p) is constant for all p∈ Pd
1

and recalling that C is piecewise constant,

aK(πKvh−vh,p) =
∫

K
ε(πKvh−vh) : Cε(p)

=Cε(p) :
∫

K
ε(πKvh−vh)

and using the above definition of πK , we have

ε(πKvh)− ε(vh) =
1
2
(
〈∇vh〉+ 〈∇vT

h 〉−∇vh−∇vT
h
)
.

It follows after integration that
∫

K ε(πKvh−vh) = 0.
The last point is to check that πK is computable for each

basis function. It is clear that all terms but 〈∇ϕk
i 〉 do not

cause difficulties. This mean gradient can not be directly
evaluated since the function ϕk

i is not known inside K. Go-
ing back to scalar functions thanks to the identity ∇ϕk

i =

ek⊗∇ϕi (k = x,y,z), we have to discuss the computation of
〈∇ϕi〉 depending on the dimension of the problem.

In two dimensions, we know that the basis functions are
first order polynomial on the edges of K. Thanks to Stokes
formula, we can exactly compute the mean gradient using
the degrees of freedom (ϕi(Vj) = δi j):

1
|K|

∫
K

∇ϕi =
1
|K|

∫
∂K

ϕi n =
1

2|K|
(
|e−i |n−i + |e+i |n+

i
)
,

where quantities |e−i | and n−i (resp. ·+) refers to the length
and the outward unit normal of the edge of K preceding
(resp. following) vertex Vi. This allows to compute the 2D
projection πKϕk

i by

π
K

ϕ
k
i =

1
MK

ek +

(
ek⊗

1
2|K|

(
|e−i |n−i + |e+i |n+

i
))

(x−xK).

(22)

In three dimensions, Stokes’s formula implies

1
|K|

∫
K

∇ϕi =
1
|K|∑f

∫
f
ϕi n f

where n f is the unit outward normal to the face f . This re-
quires the computation of

∫
f ϕi on the faces of K. At this

stage, the choice made for V f
h,scal on the polygonal faces in

the definition of the 3D approximation space V K
h,scal (13) be-

comes clear: the additional property
∫

f π f ,0vh =
∫

f vh satis-

fied for vh ∈ V f
h,scal allows us to replace the computation of∫

f ϕi by
∫

f π f ,0ϕi. This is a good point since the first inte-
gral is not computable using only the degrees of freedom,
whereas the last one is computable. Even more, the expres-
sion of the L2 projection π f ,0 matches the definition (21) of
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πK applied on a face f . Consequently, reusing the expres-
sion given by (22),∫

f
ϕi =

∫
f
π

f ,0
ϕi

=
∫

f

(
1

M f
+

1
2| f |

(
|e−i |n−i + |e+i |n+

i
)
· (x−x f )

)
where M f is the number of nodes of f and x f is the vertex
averaged centroid of f . Now dealing with a quantity belong-
ing to P1, the last integral is exactly computed by taking its
value at x f , the barycenter of f . Denoting by Fi,K is the set
of faces of K sharing node i,

1
|K|

∫
K

∇ϕi =

1
|K| ∑

f∈Fi,K

( | f |
M f

+
1
2
(
|e−i |n−i + |e+i |n+

i
)
· (x f −x f )

)
n f .

Finally, this expression of the mean gradient is injected into
(21) to compute the 3D projection

π
K

ϕ
k
i =

1
MK

ek +(x−xK) ·
(

ek⊗
1
|K|

∑
f∈Fi,K

( | f |
M f

+
1
2
(
|e−i |n−i + |e+i |n+

i
)
· (x f −x f )

)
n f

)
.

(23)

In both cases, because the projection πK(ϕk
i ) is computable

from degrees of freedom for each basis function ϕk
i , the local

stiffness matrices can be computed using (18) in order to
assemble the global matrix. We do not give more details on
this part and refer to [2].

3.3 TPFA for the fluid equation

In this part, we now focus on the fluid equation (9) in which
we omit the coupling term αdiv(u):

∀K ∈ τh,
∫

K
c0 pn

h +∆ t ∑
f∈∂K
f 6∈ΓNp

F n
K f

=
∫

K

(
∆ t qn + c0 pn−1

h

)
−∆ t

∫
K∩ΓNp

φ
n
N (24)

and we discuss the choices made for the space Qh and for
the numerical approximation of the flux F n

K f . Among the
several existing ”finite volume” approximations (see [17] for
a modern review), we restrict ourself to the ones using cell
centered unknowns. This choice of unknowns location for
the discrete pressure will make the evaluation of coupling

terms in the next subsection easier. Consequently, Qh is the
space of functions that are constant on each cell:

Qh = {ph ∈ L2(Ω) : ph|K ∈ P0(K)},

which implies that Qh is not a subset of Q. The family of
functions {φK}K∈τh where φK(x) equals 1 if x is inside the
cell K and 0 otherwise is a basis for the space Qh. Any ele-
ment of Qh can thus be expanded over this basis by writing
ph = ∑K∈τh

ph|K φK .
The simplest numerical approximation for the flux F n

K f
is called Two Point Flux Approximation. This approxima-
tion has a simple formulation, using only information from
neighboring cells, meaning a low stencil and thus a low com-
putational cost. It also satisfies interesting properties such as
accuracy, stability or maximum principle. Unfortunately, it
requires the mesh to satisfy the κ-orthogonality condition:
for each face f connecting a cell K of computational center
xK (which possibly differs from the barycenter xK) with a
cell L of computational center xL, the scheme is consistent
only if

κ
−1(xKxL)⊥ f . (25)

Building such meshes is a challenge, especially when the
tensor κ is anisotropic. However, this flux approximation is
still a good choice to start with. For now, assume that κ =

κ Id where κ ∈R may differ from cell to cell. The harmonic
mean permeability between cells K and L is defined as

κKL = (dK f +dL f )

(
dL f

κL
+

dK f

κK

)−1

,

where dK f (resp. L) is the distance between cell center xK
(resp. L) and face f . The numerical flux is then defined from
the transmissivity term Tf by

F n
K f =

Tf (pn
h|K
− pn

h|L
) with Tf =

| f |κKL
dKL

if f ⊂Ω

Tf pn
h|K

with Tf =
| f |κK
dK f

if f ⊂ ΓDp .
(26)

Finite Volume: Two Point Flux Approxi-
mation

and used to define the discrete H1 seminorm

|ph|1,τ =

 ∑
f⊂Ω\ΓNp

Tf D f (ph)
2

 1
2

with D f (ph) =

{
|ph|K − ph|L | if f ⊂Ω ,

|ph|K | if f ⊂ ΓDp .

(27)

If the coefficients phk are stored in a vector P and the
flux is defined by (26), the equation (24) has the matrix
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form FP = L p. The coefficients of the matrix F of size
card(τh)× card(τh) are

FKK = |K|+∆ t ∑
L∈ν(K)

Tf and FKL =−∆ tTf

where ν(K) is the set of neighboring cells of K and Tf is the
transmissivity between cells K and L. The right-hand side
L p includes the discretization of the source term q, the con-
tribution of Neumann’s boundary conditions and the back-
ward pressure pn−1 coming from the time discretization:

L p
K = c0|K|pn−1

h|K
+∆ t

(∫
K

qn−
∫

K∩ΓNp

φ
n
N

)
.

The two last integrals can be computed from the prescribed
functions using low order quadratures rules.

3.4 The specific coupled scheme

The definitions of discrete spaces and operators introduced
in the two preceding subsections can now be used to make
precise the generic coupled scheme (10). Keeping the same
basis expansion of uh and ph and building the concatenated
vector of unknowns [U ,P], the scheme rewrites in matrix
form[

Ah −B
BT F

][
U
P

]
=

[
L u

L p +L c

]
where the expressions of Ah,F ,L u and L p have been de-
tailed above. whereas B and L c are new quantities due
to the coupling terms. Indeed, this coupled formulation in-
volves a new rectangular matrix B of size card(M int)×
card(τh) whose coefficients are computable:

B(ϕ l
j,φk) = α

∫
Ω

φkdiv
(

ϕ
l
j

)
= α

∫
K

div
(

ϕ
l
j

)
since φK = 0 outside K

= α

∫
K

∇ϕ j · el because ϕ
l
j = ϕ j el .

This integral reduces to the computation of 〈∇ϕ j〉 in the
cell K, which has already been done in the virtual element
method to assemble the stiffness matrix. From this perspec-
tive, the use of cell centered unknowns for pressure avoids
additional computations when assembling the coupling ma-
trix.

The coupled scheme also modifies the right-hand side of
the fluid equation, by taking into account the divergence of
the displacement at the previous time step coming from the
implicit time discretization:

L c
K = α

∫
K

div
(
un−1

h

)
= α|K| ∑

i∈MK

〈∇ϕi〉K ·

ux
i

uy
i

uz
i

n−1

.

Once again, computing the divergence of the basis functions
is equivalent to computing the mean gradient which is al-
ready computed. Algorithm 1 sums up the implementation
of the coupled scheme. If the mesh remains the same over
the different time steps, the computation of the transmissivi-
ties and of mean gradients can be done only once. The pres-

Algorithm 1 Coupled scheme assembling procedure
1 Read mesh and compute each cell geometry
2 Initialisation: p0 being given, solve elasticity problem with load

term f−α∇p0 to find u0

3 while t < T do
4 for in mesh do
5 Compute local Vem matrix Ah . Store 〈∇ 〉 values!
6 Compute local coupling vector B
7 Compute local rhs L u

8 Compute L p( ) and L c( ) using 〈∇ 〉 , Pn−1,U n−1

9 for non Dirichlet dof in do
10 L u( ) += L u ( )
11 for non Dirichlet in do
12 Ah( , ) += Ah ( , )

13 Set B( , ) = B ( )

14 for each face in mesh do
15 Compute transmissivity and assemble F

16 Solve (card(M int)+ card(τh)) linear system[
Ah −B
BT F

][
U
P

]
=

[
L u

L p +L c

]
17 Complete U with Dirichlet values
18 for in mesh do
19 Compute stress tensor and flux vector
20 Compute errors
21 t← t +∆ t

sure gradient (the flux) and the stress tensor are computed
using the solution of the linear system. The Darcy velocity
is an interpolation of the numerical fluxes computed on each
face by (26) since the pressure is known: if x f and xK are the
barycenter of face f and cell K,

−κ∇ph(xK) :=
1
|K| ∑

f⊂∂K
F n

K f (x
f −xK). (28)

Since the displacement’s basis functions are not known in-
side the element, the stress tensor can not be computed by
directly differentiating the basis functions. Instead, a mean
strain tensor is computed in each cell by using again the
projection πK and is then multiplied by C to obtain a mean
stress tensor in the cell: σπK(uh)

=C ε(πKuh).

4 Numerical analysis of the coupled scheme

This section is devoted to the mathematical analysis of the
coupled scheme (10) with the two point flux approximation
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for the finite volume scheme. In order to simplify the devel-
opments, the Neumann’s boundary conditions are assumed
to be zero (tN = 0,φN = 0). Two results are established in
this section. The first one is the existence and uniqueness of
a discrete solution, and the second one is an error estimate
for this discrete solution.

Proposition 2 Scheme (10) using two points approximation
for the fluxes (26) admits at each time tn a unique discrete
solution (un

h, pn
h).

Proof Let O be the operator of system (10). At each time
tn, we are looking for a pair satisfying O(un

h, pn
h) = b where

b depends on the data and the solution at the previous time
step. Considering that

– the operator O is linear (thanks to the bilinearity of ah
and the linearity of the fluxes F n

K f );
– the number of equations (d for each node plus one for

each cell) equals the number of unknowns (see the defi-
nition of the discrete spaces);

– at the first time step, (u0
h, p0

h) is uniquely defined by the
initial data by setting p0

h equals to the projection of p(t =
0,x) in the discrete space, and computing u0

h solution of
the discrete elasticity problem with ph = p0

h, which has
a unique solution according to lemma 1;

it suffices to show that operator O is invertible, or equiva-
lently that the only solution to the homogeneous system at
each time tn

∀vh ∈Vh,0, ah(un
h,vh)−∑

K
α

∫
K

div(vh) pn
h = 0

∀K ⊂Ω ,
∫

K
(c0 pn

h +αdiv(un
h))+∆ t ∑

f⊂∂K
f 6⊂ΓNp

F n
K f = 0

(29)

is (0,0). Since un
h belongs to Vh,0, the first equality is valid

with vh = un
h. The second equality is multiplied by the con-

stant value pn
h|K

and then summed over the cells K to write

ah(un
h,u

n
h)−∑

K
α

∫
K

div(un
h) pn

h = 0

∑
K

∫
K
(c0 pn

h pn
h|K +αdiv(un

h) pn
h|K )+∆ t ∑

K
pn

h|K ∑
f⊂∂K
f 6⊂ΓNp

F n
K f = 0.

The terms
∫

K αdiv
(
un

h

)
pn

h cancel upon summing these two
equalities:

ah(un
h,u

n
h)+

∫
Ω

c0 pn
h pn

h +∆ t ∑
K

pn
h|K ∑

f⊂∂K
f 6⊂ΓNp

F n
K f = 0. (30)

Since ah and the L2 scalar product are positive-definite, the
two first terms of (30) are non negative. The last sum can be

reordered using the flux definition

∑
K

pn
h|K ∑

f⊂∂K
f 6⊂ΓNp

F n
K f = ∑

f⊂ΓDp

Tf (pn
h|K )

2

+ ∑
f⊂Ω\∂Ω

Tf

(
(pn

h|K − pn
h|L) pn

h|K +(pn
h|L − pn

h|K ) pn
h|L

)
= ∑

f⊂Ω\∂Ω

Tf (pn
h|K − pn

h|L)
2 + ∑

f⊂ΓDp

Tf (pn
h|K )

2 (31)

and is thus also non negative. Because the sum (30) equals
zero, each of the three non negative terms must be null. Us-
ing again the fact that ah is positive-definite, ah(un

h,u
n
h) = 0

implies un
h = 0. The same argument can be used with the L2

scalar product if c0 > 0 to show that pn
h = 0. If not, the sec-

ond part of sum (31) implies that pn
h|K

= 0 when f 6⊂ ΓDp .
Working from this point and proceeding from neighbour to
neighbour, the first part of the sum can be used to see that
pn

h|K
= 0 in every other cell, and to conclude that pn

h = 0. ut
We now want to establish a bound on the difference be-

tween the discrete solution (uh, ph) and the exact solution
(u, p). Let us start by introducing interpolation operators
P : Q→ Qh and P̃ : V0 → Vh,0 from continuous spaces to
discrete spaces defined by

∀K ∈ τh,Pp(x) = p(xK) if x ∈ K,

∀K ∈ τh, (P̃u)(Vi) = u(Vi), i = 1, · · · ,MK .

The error between exact and discrete solutions can be split
into an interpolation error (EI

u = u− P̃u and EI
p = p−Pp)

related to the quality of approximations spaces and an ap-
proximation error (EA

u = P̃u−uh and EA
p = Pp− ph) related

to the quality of the numerical scheme :

u−uh = u− P̃u+ P̃u−uh = EI
u +EA

u = Eu

p− ph = p−Pp+Pp− ph = EI
p +EA

p = Ep.
(32)

A projection from V0 to the space of piecewise affine func-
tions P1(K) will also be used. The associated projection er-
ror shall be denoted Eπ

u (x) = u|K (x)−(πKu|K )(x) for x∈K.
The projection πK corresponds to the one defined by (21)
provided that u belongs to C 0(Ω)∩H1(Ω). Since this quan-
tity does not belong to H1(Ω), we introduce the broken H1

norm

‖ · ‖H1(τ) =

(
∑

K∈τh

‖ · ‖2
H1(K)

) 1
2

.

Proposition 3 Assuming the exact solution (u, p) to be suf-
ficiently smooth and the condition ∆ t ≤ c0

2 , the inequality

‖EA,N
u ‖2

H1 +‖EA,N
p ‖2

L2 +
N

∑
n=1

∆ t|EA,n
p |21,τ ≤ B(h2 +∆ t2 +EI)

holds, where B is a positive constant depending on the phys-
ical parameters c0,α,d, |Ω |, tN , the time derivatives of the
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true solution ∂ttu and ∂tt p, and initial approximation error
EA,0

u , and where EI collects the interpolation errors.

Proof The proof is decomposed in three parts. The aim
of the first part is to obtain an inequality involving the ap-
proximation errors in the left-hand side. In the second part,
the right hand side is bounded by a quantity independent of
the approximation errors. In the last part, a Grönwall lemma
is used to conclude.

First part In this part, we work at a given time step tn but
the superscript n over discrete unknowns is omitted for more
readability. The bilinearity of a and ah is used to introduce
some terms in the exact formulation (4) and approximate
formulation (10) : ∀vh ∈Vh,0,

∑
K∈τh

a(u|K −π
Ku|K ,vh)+ ∑

K∈τh

a(πKu|K ,vh)

−α

∫
Ω

pdiv(vh) =
∫

Ω

f ·vh

−ah(P̃u−uh,vh)+ah(P̃u− ∑
K∈τh

π
Ku|K ,vh)

+ ∑
K∈τh

ah(π
Ku|K ,vh)−α

∫
Ω

phdiv(vh) =
∫

Ω

fh ·vh.

Subtracting these two equalities, using for all K the property

ah(π
Ku|K ,vh) = a(πKu|K ,vh)

which is valid because πKu|K ∈ Pd
1 (K), and choosing vh =

D−EA
u leads to

ah(EA
u ,D

−EA
u )−α

∫
Ω

Epdiv
(
D−EA

u
)
= a(−Eπ

u ,D
−EA

u )

+ah(Eπ
u −EI

u,D
−EA

u )+
∫

Ω

(f− fh) ·D−EA
u . (33)

The exact and approximate pressure equations are treated as
well to insert discrete terms∫

K
c0
(
D−−D−+∂t

)
(p(tn,x))+

∫
∂K
−κ∇p(tn,x) ·n

+
∫

K
αdiv

((
D−−D−+∂t

)
(u(tn,x))

)
=
∫

K
q(tn,x)∫

K
c0D−phK

+αdiv
(
D−uh

)
+ ∑

f⊂∂K
FK f =

∫
K

q(tn,x)

and then subtracted, multiplied by the cell constant value EA
p

and summed over the cells K to obtain∫
Ω

c0D−(Ep)E
A
p +αdiv

(
D−Eu

)
EA

p+∑
K

∑
f⊂∂K

(FK f −FK f )EA
p

=
∫

Ω

c0(D−p−∂t p)EA
p +

∫
Ω

αdiv
(
(D−u−∂tu

)
)EA

p . (34)

The overlined flux FK f stands for the exact flux at time tn,
Fn

K f =
∫

f∩∂K−κ∇p(tn,x) ·n. Splitting the difference FK f −

FK f with the use of the discrete flux evaluated at the pro-
jection of the exact pressure F?

K f (per definition (26) with Pp
instead of ph),

∑
K

∑
f⊂∂K

(FK f −FK f )EA
p = ∑

K
∑

f⊂∂K
(FK f −F?

K f )E
A
p

+∑
K

∑
f⊂∂K

(F?
K f −FK f )EA

p

= ∑
K

∑
f⊂∂K

(FK f −F?
K f )E

A
p + |EA

p |21,τ

where the second sum has been reordered as done in (31).
To finish the first part, (33) and (34) are summed to obtain

ah(EA
u ,D

−EA
u )+

∫
Ω

c0D−EA
p EA

p + |EA
p |21,τ

= B1 +B2 +B3 +B4 +B5 +B6

with

B1 =−α

∫
Ω

div
(
D−EI

u
)

EA
p +α

∫
Ω

div
(
D−EA

u
)

EI
p,

B2 = aΩ (−Eπ
u ,D

−EA
u )+ah(Eπ

u −EI
u,D

−EA
u ),

B3 =
∫

Ω

c0(D−p−∂t p)EA
p +

∫
Ω

αdiv
(
D−u−∂tu

)
EA

p ,

B4 =
∫

Ω

(f− fh) ·D−EA
u ,

B5 =−∑
K

∑
f⊂∂K

(FK f −F?
K f )E

A
p ,

B6 =−c0

∫
Ω

EA
p D−EI

p.

Second part Here we reintroduce the superscript n and
we sum the previous equation over n between 1 and N. Us-
ing the fact that∫

Ω

c0D−EA,n
p EA,n

p ≥ c0

2∆ t

(
‖EA,n

p ‖2
L2 −‖EA,n−1

p ‖2
L2

)
ah(EA,n

u ,D−EA,n
u )≥ 1

2∆ t
(‖EA,n

u ‖2
ah
−‖EA,n−1

u ‖2
ah
)

(where ‖u‖2
ah

= ah(u,u)) thanks to the symmetry of ah and
of the L2 scalar product, we have

µ̃‖EA,N
u ‖2

H1 + c0‖EA,N
p ‖2

L2 +2
N

∑
n=0

∆ t|EA,n
p |21,τ

≤ µ̃‖EA,0
u ‖2

H1 +2∆ t
N

∑
n=1

(Bn
1 +Bn

2 +Bn
3 +Bn

4 +Bn
5 +Bn

6),

where we also used the coercivity constant of ah denoted µ̃

and the fact that EA,0
p = 0. Each component of the right-hand

side is going to be bounded using the following tools:

1. Young’s inequality 2ab ≤ εa2 + b2

ε
with ε > 0. When

dealing with a summation over n, we often choose a dif-
ferent ε for the last time step;

2. ∀v ∈ (H1(Ω))d ,‖div(v)‖L2 ≤
√

d|v|H1 ;
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3. Taylor expansions

D−v(tn) =
1

∆ t

∫ tn

tn−1
∂tv(s)ds

D−v(tn)−∂tv(tn) =
1

∆ t

∫ tn

tn−1
∂ttv(s)(tn−1− s)ds;

4. Discrete partial summation

N

∑
k=1

B(ak,bk−bk−1) =−
N−1

∑
k=1

B(bk,ak+1−ak)

+B(aN ,bN)−B(a1,b0)

for any symmetric bilinear form B;
5. Double Cauchy-Schwarz identity

∣∣∣∣∫
Ω

(bn−bn−1)an
∣∣∣∣≤ ‖an‖L2

(
∆ t
∫ tn

tn−1
‖∂tb(s)‖2

L2ds
) 1

2

for any scalar or vectorial function b(x, t) with bn :=
b(x, tn).

After some developments (detailed in appendix A), we show
that for any εr > 0 and εl > 0, defining ε̃r by 1

ε̃r
= 1+ 1

εr
,

∣∣∣∣∣2∆ t
N

∑
n=1

Bn
1

∣∣∣∣∣≤ εr

4

N−1

∑
n=1

∆ t‖EA,n
p ‖2

L2 +
εr

4

N−1

∑
n=1

∆ t‖EA,n
u ‖2

H1

+
∆ t
4
‖EA,N

p ‖2
L2 +

εl

4
‖EA,N

u ‖2
H1 +

εl

4
‖EA,0

u ‖2
H1

+
4dα2

ε̃r
‖∂tEI

u‖2
L2(0,T ; H1)+

4dα2

εl

(
‖EI,N

p ‖2
L2 +‖EI,1

p ‖2
L2

)
+

4dα2

εr
‖∂tEI

p‖2
L2(0,T ; L2)

∣∣∣∣∣2∆ t
N

∑
n=1

Bn
2

∣∣∣∣∣≤ εr

2

N−1

∑
n=1

∆ t‖EA,n
u ‖2

H1 +
εl

2
‖EA,N

u ‖2
H1

+
εl

2
‖EA,0

u ‖2
H1 +

4M̃2

εl

(
‖EI,1

u ‖2
H1 +‖EI,N

u ‖2
H1

)
+

4M̃2

εr
‖∂tEI

u‖2
L2(0,T ; H1)+

8
εr
(M2 + M̃2)‖∂tEπ

u ‖2
L2(0,T ; H1(τ))

+
8
εl
(M2 + M̃2)

(
‖Eπ,1

u ‖2
H1(τ)+‖E

π,N
u ‖2

H1(τ)

)

∣∣∣∣∣2∆ t
N

∑
n=1

Bn
3

∣∣∣∣∣≤ 2εr

4

N−1

∑
n=1

∆ t‖EA,n
p ‖2

L2 +
2∆ t

4
‖EA,N

p ‖2
L2

+
4
3

∆ t2

(
c2

0

‖∂tt p‖2
L2(0,T ; L2)

ε̃r
+dα

2
‖∂ttu‖2

L2(0,T ; H1)

ε̃r

)

∣∣∣∣∣2∆ t
N

∑
n=1

Bn
4

∣∣∣∣∣≤ εr

4

N−1

∑
n=1

∆ t‖EA,n
u ‖2

H1 +
εl

4
‖EA,N

u ‖2
H1

+
4
εr
‖∂tEI

f ‖2
L2(0,T ; L2)+

4
εl
(‖EI,N

f ‖2
L2 +‖EI,1

f ‖2
L2)+

εl

4
‖EA,0

u ‖2
H1

∣∣∣∣∣2∆ t
N

∑
n=1

Bn
5

∣∣∣∣∣≤ N

∑
n=1

∆ t|EA,n
p |21,τ +

N

∑
n=1

∆ t ∑
f⊂Ω\ΓNp

|Fn
K f −F?,n

K f |2
Tf∣∣∣∣∣2∆ t

N

∑
n=1

Bn
6

∣∣∣∣∣≤ εr

4

N−1

∑
n=1

∆ t‖EA,n
p ‖2

L2 +
∆ t
4
‖EA,N

p ‖2
L2

+4c2
0

‖∂tEI
p‖2

L2(0,T ; L2)

ε̃r

where M and M̃ (resp. µ and µ̃) depends on the continu-
ity (resp. coercivity) constants of a and ah. The two terms

∑ f⊂Ω\ΓNp

|Fn
K f−F?,n

K f |2
Tf

and EI
f = f−fh, are assimilated to inter-

polation errors because they only depend on the true solution
and discretization spaces and are thus left in the right-hand
side.

By combining these inequalities,

(µ̃− εl)‖EA,N
u ‖2

H1 +(c0−∆ t)‖EA,N
p ‖2

L2 +
N

∑
n=0

∆ t|EA,n
p |21,τ

≤ εr

N−1

∑
n=1

∆ t
(
‖EA,n

u ‖2
H1 +‖EA,n

p ‖2
L2

)
+ B̃

(
h2 +∆ t2 +EI)

with B̃ depending on d,α,c0,M,M̃,µ, µ̃, tN ,EA,0
u ,∂tt p,∂ttu,

εl and εr. The term EI collects all the interpolation (or as-
similated) errors, ie. interpolation error on the unknown
‖EI

u‖2
L∞(0,T ; H1)

‖∂tEI
u‖2

L2(0,T ; H1)
, ‖EI

p‖2
L∞(0,T ; L2)

and

‖∂tEI
p‖2

L2(0,T ; L2)
, projection error ‖Eπ

u ‖2
L∞(0,T ; H1(τ))

and

‖∂tEπ
u ‖2

L2(0,T ; H1(τ))
, interpolation error on the load function

‖EI
f ‖2

L∞(0,T ; L2)
and ‖∂tEI

f ‖2
L2(0,T ; L2)

and finite volume inter-

polation error ∑
N
n=1 ∆ t ∑ f∈Ω\ΓNp

T−1
f |Fn

K f −F?,n
K f |2. Note that

in three dimensions, the O(h−1) term T−1
f cancels with the

flux error and therefore is not divergent.
Third part Using now the hypothesis that ∆ t is small

enough compared to c0, ∆ t disappears in the left-hand side.
We then choose εl < µ̃ and set εr = min{µ̃−εl ,

c0
2 } to have,

after dividing by εr,

‖EA,N
u ‖2

H1 +‖EA,N
p ‖2

L2 +
N

∑
n=0

∆ t|EA,n
p |21,τ

≤
N−1

∑
n=0

∆ t
(
‖EA,n

u ‖2
H1 +‖EA,n

p ‖2
L2

)
+B(h2 +∆ t2 +EI)

with B depending on d,α,c0,M,M̃,µ, µ̃, tN ,∂ttu,∂tt p and
EA,0

u . We also added the positive quantity ∆ t(‖EA,0
u ‖2

H1 +

‖EA,0
p ‖2

L2) to the right-hand side in order to conclude using
a discrete version of Grönwall’s lemma:
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Lemma 4 Let (an)n≥0, (bn)n≥0 be sequences of nonnega-
tive numbers and C ∈ R+. Assume that

a0 +b0 ≤C

and that there exists λ > 0 such that

∀N ≥ 1, aN +bN ≤ λ

N−1

∑
m=0

am +C.

Then there holds

∀N ≥ 0, aN +bN ≤C exp(λN).

This lemma is applied with an = ‖EA,n
u ‖2

H1 +‖EA,n
p ‖2

L2 , λ =

∆ t, bn =∑
n
m=0 ∆ t|EA,m

p |21,τ and C =B. Note that exp(N∆ t) =
exp(tN) is independent of ∆ t and consequently included in
B. ut

The next step of the numerical analysis is to bound the
interpolation errors. This task invokes classical arguments of
polynomial approximation in Sobolev Spaces – see eg [13]
and [18] for the finite volume part – not detailed here and
leads to the estimate

Theorem 5 Under the hypotheses of proposition 3, there
exists C depending on c0,α,d, |Ω |, tN ,u, p such that

‖EA
u ‖2

L∞(0,T ; H1(Ω))+‖E
A
p‖2

L∞(0,T ; L2(Ω))+

|EA
p |2L2(0,T ; H1(τ)) ≤C(h2 +∆ t2). (35)

5 Numerical illustration

Two illustrations are proposed in this section. The first one
concerns the error estimate established in the previous sec-
tion. We show that on a simple 2D test case, we recover
the correct order of convergence. The second one performs
some computations on a 3D realistic case.

5.1 Convergence of the scheme

We propose here an illustration of theorem 5 on an academic
test case taken from [21]. The unit square is filled with a
homogeneous medium with elastic coefficients E = 2.5,ν =

0.25 and a mobility matrix equals to one: κ = κI2 with κ =

1. The poroelastic parameters are chosen to be α = 1 and
c0 = 0.5 and the simulation time runs from 0 to T = 1. We
consider the analytic solution

u(x, t) = 10−2 e−t
(

x2y
−xy2

)
,

p(x, t) = e−t sin
(

x√
2

)
sin
(

y√
2

)
,

and use it to compute the load terms

f(x, t) =

α e−t√
2

cos
(

x/
√

2
)

sin
(

y/
√

2
)
−2.10−2 e−t y

α e−t√
2

sin
(

x/
√

2
)

cos
(

y/
√

2
)
+2.10−2 e−t x

 ,

q(x, t) = (κ− c0)e−t sin
(

x√
2

)
sin
(

y√
2

)
.

Dirichlet conditions are imposed to both unknowns on the
boundaries. The domain Ω is meshed with Vononoı̈ cells
(see figure 2): this kind of triangulation satisfies by defi-
nition the orthogonality condition (25). Several meshes are
generated with a decreasing maximal diameter h. Simulta-
neously, different values are successively taken for the time
step: ∆ t = 0.2,0.1,0.02,0.01. For each pair (h,∆ t), the ap-
proximation error EA defined by equation (35) is computed.
This error is plotted on figure 3 as a function of the mesh
size h for a given time step (top), or as a function of the time
step ∆ t for a given mesh size (bottom). We highlight two
asymptotic behaviours. From one side, if the time step is too
large, reducing the mesh size does not have any effect on
the error: this can be symmetrically seen on the red curve on
the left graph or in the upper right area of the right graph. In
this case, the h term is negligible compared to the ∆ t term
in the error estimation. On the other side, if the mesh size is
too coarse, reducing the time step does not improve on the
error: this can be symmetrically seen on the upper right cor-
ner of the left graph or on the red curve on the right graph.
In this case, the ∆ t term is negligible in front of the h term
in the error estimation. On both graphs, we can retrieve the
correct order of accuracy by looking at the yellow curve,
where one variable is small enough not to slow down the
convergence when reducing the size of the other. The slope
of these yellow curves equals one, which was expected by
the error estimate formula. Between the red and the yellow
curves lies the area where reducing either the time step or
the mesh size can reduce the error.

This double dependence is also represented on figure 4
where we have plotted the contour lines of the approxima-
tion error in the (h,∆ t) plane. Once again, one can see the
regions where the error is mostly due to ∆ t (horizontal lines)
and the regions where the error is mostly due to h (vertical
lines).

5.2 A realistic subsidence case

In this part, we illustrate the ability of our numerical scheme
to solve a realistic three dimensional case. The aim of this
numerical experiment is to simulate the production of an ini-
tially overpressured fluid trapped in a stratified underground.

The production through a well is here modeled by a pres-
sure boundary condition. The model is made of five horizon-
tal layers of length 15 km × 15 km whose characteristics
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Fig. 2 Voronoı̈ tesselations of the unit square generated with Neper software, see [23]
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Fig. 3 Evolution of the approximation error as a function of mesh size
(top) or as a function of time step (bottom)

are detailed in table 1. The permeability can vary strongly
depending of the modelled rock leading to different mobil-
ity magnitudes. Here the reservoir layer (Re) is between two
low permeability shale layers (Sh). The base and the top of
the stratified media is made of two sandstone layers (Ss).
The coefficient c0 is set from the relation c0 = φc f where
φ is the porosity of the different layers and c f = 4.5 ·10−10

Pa−1 is the compressibility of water. Because the reservoir
undergoes the weight of the surrounding layers, compaction
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1
· 1
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−
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·
1
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4
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·
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5
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10−1

100

h

∆
t

Fig. 4 Approximation error in the (h,∆ t) plane. Both discretizations
can be refined to reduce the error until one of the two parameters be-
comes negligible compared to the other.

occurs, leading to subsidence. This phenomenon can be as-
sociated with plastic strain. Nevertheless, since our model is
restricted to linear elasticity in the present study, we model
these effects by reducing the Young modulus. We take E = 1
GPa inside the reservoir and E = 5 GPa in all the other ma-
terials. For the sake of simplicity, the coefficients ν = 0.3
and α = 1 are taken constant.

The domain is meshed with a 2D Voronoı̈ discretization
which is extruded in the ez direction as shown on figure 5.
The mesh is horizontally refined around the productive part
of the well region (the bottom left corner) and is vertically
refined around the reservoir layer.

Table 1 Characteristics of the five horizontal layers

Layer name Ss Sh Re Sh Ss

Top altitude (m) 0 -2000 -2100 -2300 -2400
Thickness (m) 2000 100 200 100 1600

Mesh layers (-) 16 4 8 4 14
κ(m2Pa−1s−1) 10−9 10−15 10−9 10−15 10−9

Porosity φ (-) 0.2 0.1 0.3 0.1 0.2
Initial p̃ (bar) 0 0 100 100 100
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Fig. 5 2d (left) and 3d (right) view of the extruded mesh

The overpressure reads p̃= p−(P0−ρ f |g|z) where ρ f =

1000 kg.m−3 is the fluid density and P0 = 1 bar is the atmo-
spheric pressure. At the initial state, the prescribed overpres-
sure depends only on the depth and is also detailed in table
1: it is zero above the reservoir layer and 100 bar below. The
elastic equation is used to compute the initial displacement,
which is zero in ex and ey directions and depends only on z
in ez direction since the only considered mechanical loading
comes from the gravity. Once the unknowns are initialized,
the simulation covers one year with 20 time steps using a
BiCGStab solver preconditioned with a ILU0 method. Al-
though this choice may not be optimal for this coupled and
heterogeneous system, it was enough to solve this particular
case. The boundary conditions are (n being the outward unit
normal):

– zero orthogonal displacement (u ·n) and zero flux (∇p ·
n) on lateral and bottom faces;

– mechanically free boundary (σn= 0) and zero overpres-
sure (p̃ = 0) on top face;

– zero overpressure in the corner of the reservoir corre-
sponding to the productive part of the well. In practice,
we impose p̃ = 0 on the lateral faces belonging to the
reservoir and sharing a vertex of coordinates (x = 0,y =
0). This condition simulates an infinite hydraulic con-
nectivity with the surface and triggers the natural extrac-
tion of the fluid.

As soon as the zero overpressure condition is imposed on the
corner of the reservoir, the fluid starts to move to this point.
The reservoir is progressively drained as time goes by. This
is shown on figure 6 where the fluid velocity and the pres-
sure are represented in the (x,y) plane inside the reservoir
at the end of the simulation. The overpressure tends to zero
near the well and is still equal to its initial value (100 bar)
at the opposite corner. Because of the permeability barriers
constituted by the shale layers, the pressure remains almost
constant outside the reservoir. As a consequence of this over-
pressure drop, the effective stress σ

e = σ +α pI3 decreases
in the reservoir. This drop is highly visible near the well but
tends to vanish away from it, where the overpressure has not

20 40 60 80

Overpressure (bar)

Fig. 6 Horizontal slice of the media inside the reservoir (z=−2200m).
The arrows represent the fluid velocity and are colored from the pres-
sure values computed in the cells.

been significantly modified. As shown on figure 7 where the
data are plotted on two vertical lines, the first one being lo-
cated in the cell in contact with the well and the second one
being located in the middle of the (x,y) plane. The horizon-
tal stress σyy is equal to the stress σxx because of symmetry
and is therefore not represented. Note that this time, the ab-
solute pressure has been plotted, which allows to read the
effective stress σ

e as the difference between the curves.

This effective stress drop around the well leads to the
strain and compaction of the reservoir. The initial vertical
displacement u0

z due to gravity has been subtracted to the
final displacement to highlight the effect of the fluid pro-
duction. The resulting field is represented on figure 8. The
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Fig. 7 Evolution of the stress along a vertical line near the well (top)
or in the middle of the domain (bottom). The data are plotted at initial
(dotted line) and final (solid line) time.

maximum value of vertical displacement uz is about one me-
ter which is a realistic value. One more thing to note is the
flexing of the overburden generated by the subsidence. It can
be seen on figure 8 where the horizontal displacement ux is
plotted on the lateral boundary plane y = 0. Once again, a
symmetric behaviour is visually observed for the horizontal
displacement uy on the lateral plane x = 0, and this even if
the mesh is not geometrically symmetric.

6 Conclusions

In this work, we made use of the recent improvements about
the virtual element methods in order to discretize the me-
chanical equilibrium equation appearing in the Biot poroe-
lastic model. We employed the simplest flux approximation
for the finite volume method to deal with the fluid conser-
vation equation, obtaining a fully coupled scheme for which
we detailed the computation of the local matrices and the

assembling procedure. We provided a mathematical analy-
sis of this scheme including a bound on the approximation
error, and showed numerical results illustrating this error es-
timate and the ability of the scheme to treat realistic cases.
The numerical scheme could be improved in several ways.
From the point of view of spatial discretization, other finite
volume schemes could and should indeed be used to remove
the orthogonality requirement on the mesh. From the point
of view of performances, some iterative algorithms may be
investigated for the resolution of the coupled system. Fi-
nally, from the point of view of the physical modelling, more
elaborated mechanical laws such as for example plasticity
could be used to provide a better description of the mechan-
ical deformation. Nevertheless, we demonstrated the ability
of our scheme to work with Voronoı̈ grids, even in the con-
text of realistic settings. As the extension to more general
shapes is not so far, we hope this work will help the gener-
alisation of the use of polyhedral grids: the flexibility in the
meshing of subsurface geometries would be improved.
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A Appendix: details on the proofs

We provide here the details of the computation that led to the error
estimate.

A.1 Proof of the tools

1. For two real a and b and for some ε > 0,(√
εa− b√

ε

)2

= εa2−2ab+
b2

ε
≥ 0

implying that 2ab≤ εa2 + b2

ε
.

2. Let v ∈ (H1(Ω))d . Since div(v) = ∑
d
k=1

∂vk
∂k , we have

‖div(v)‖L2(Ω) =

∥∥∥∥∥ d

∑
k=1

∂vk

∂k

∥∥∥∥∥
L2(Ω)

≤
d

∑
k=1

∥∥∥∥∂vk

∂k

∥∥∥∥
L2(Ω)

(Triangle inequality)

≤
(

d

∑
k=1

1

) 1
2
(

d

∑
k=1

∥∥∥∥∂vk

∂k

∥∥∥∥2

L2(Ω)

) 1
2

(Cauchy-Schwarz)

≤
√

d|v|H1(Ω).

3. Apply Taylor’s expansion with integral remainder

v(t) =
n

∑
k=0

f (k)(a)
k!

(t−a)k +
∫ t

a

f (n+1)(s)
n!

(t− s)nds

with t = tn,a = tn−1 and n = 0 for the first equality or n = 1 for
the second one.

4. Let B be a symmetric bilinear form and {an}n≥0, {bn}n≥0 two
sequences belonging to the space of its arguments. For N = 1 we
obviously have B(a1,b1−b0) = B(a1,b1)−B(a1,b0). Now as-
sume that

N

∑
k=1

B(ak,bk−bk−1) = B(aN ,bN)−B(a1,b0)

−
N−1

∑
k=1

B(bk,ak+1−ak) holds for a given N.

Then

N+1

∑
k=1

B(ak,bk−bk−1) = B(aN+1,bN+1−bN)

+
N

∑
k=1

B(ak,bk−bk−1)

= B(aN+1,bN+1−bN)+B(aN ,bN)−B(a1,b0)

−
N−1

∑
k=1

B(bk,ak+1−ak) by assumption

= B(aN+1,bN+1)−B(aN+1,bN)+B(aN ,bN)

−B(a1,b0)−
N−1

∑
k=1

B(bk,ak+1−ak)

= B(aN+1,bN+1)−B(a1,b0)

−
N

∑
k=1

B(bk,ak+1−ak) by symmetry of B.

5. For two sequences {an}n≥0, {bn}n≥0 in L2(Ω) or in (L2(Ω))d and
n≥ 1,∣∣∣∣∫

Ω

(bn−bn−1)an
∣∣∣∣= ∫

Ω

∣∣∣∣(∫ tn

tn−1
∂t b(s)ds

)∣∣∣∣ |an|

≤
∫

Ω

(
∆ t
∫ tn

tn−1
(∂t b(s))2ds

) 1
2

|an| (CS in time)

≤
√

∆ t
(∫

Ω

∫ tn

tn−1
(∂t b(s))2ds

) 1
2
(∫

Ω

(an)2
) 1

2
(CS in space)

= ‖an‖L2

√
∆ t
(∫ tn

tn−1

∫
Ω

(∂t b(s))2ds
) 1

2

= ‖an‖L2

(
∆ t
∫ tn

tn−1
‖∂t b(s)‖2

L2 ds
) 1

2

.

A.2 Proof of Grönwall’s inequality

We provide the proof for a more general inequality:

Lemma 6 Let (an)n≥0, (bn)n≥0, (cn)n≥0 be sequences of nonnegative
numbers with (cn)n≥0 non decreasing. Assume that

a0 +b0 ≤ c0

and that there exists λ > 0 such that

∀N ≥ 1, aN +bN ≤ λ

N−1

∑
m=0

am + cN .

Then there holds

∀N ≥ 0, aN +bN ≤ cN exp(λN).

We first proceed by induction, showing that

∀N ≥ 0, aN +bN ≤ cN(1+λ )N (?).

By assumption, for N = 0 we have a0 +b0 ≤ c0. Now assume that the
property holds for every n ≤ N and lets prove it holds at range N + 1.
Using the assumptions of the lemma,

aN+1 +bN+1 ≤ λ

N

∑
m=0

am + cN+1

≤ λ

N

∑
m=0

(cm(1+λ )m−bm)+ cN+1 from (?)

≤ λcN+1

N

∑
m=0

(1+λ )m + cN+1

because (cn)n≥0 is non decreasing and (bn)n≥0 is nonnegative. Sum-
ming a geometric sequence,

N

∑
m=0

(1+λ )m =
1− (1+λ )N+1

1− (1+λ )
=

(1+λ )N+1−1
λ

and thus aN+1 + bN+1 ≤ cN+1(1+ λ )N+1. This proves the induction,
and the lemma comes from the estimate (1+λ )n ≤ exp(nλ ) ut
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A.3 Proof of the estimates

We provide here the proofs of the estimates obtained on the Bi terms.

•∆ tBn
1 =−α∆ t

∫
Ω

div
(
D−EI,n

u
)

EA,n
p +α∆ t

∫
Ω

div
(
D−EA,n

u
)

EI,n
p

We split this term in two parts corresponding to the two integrals. For
the first part, applying successively tool 5 and tool 2,∣∣∣∣∆ t

∫
Ω

EA,n
p div

(
D−EI,n

u
)∣∣∣∣=√∆ t‖EA,n

p ‖L2

(∫ tn

tn−1
‖div

(
∂t EI

u
)
‖2

L2

) 1
2

≤
√

d∆ t‖EA,n
p ‖L2

(∫ tn

tn−1
‖∂t EI

u‖2
H1

) 1
2

then we apply Young’s inequality with ε = 1
4 for the last term and

ε = εr
4 for the others:∣∣∣∣∣2 N

∑
n=1

α∆ t
∫

Ω

EA,n
p div

(
D−EI,n

u
)∣∣∣∣∣≤ εr

4

N−1

∑
n=1

∆ t‖EA,n
p ‖2

L2 +
∆ t
4
‖EA,N

p ‖2
L2

+4dα
2

 1
εr

N−1

∑
n=1

(∫ tn

tn−1
‖∂t EI

u‖2
H1

) 1
2

+

(∫ tN

tN−1
‖∂t EI

u‖2
H1

) 1
2
 .

We now define the L2 in time norm as ‖g‖2
L2(T ) =

∫ tN

t0 g(s)2ds. We can
add the missing terms (which are non negative) to write∣∣∣∣∣2 N

∑
n=1

α∆ t
∫

Ω

EA,n
p div

(
D−EI,n

u
)∣∣∣∣∣≤ εr

4

N−1

∑
n=1

∆ t‖EA,n
p ‖2

L2 +
∆ t
4
‖EA,N

p ‖2
L2

+4dα
2
(

1
εr
‖∂t EI

u‖2
L2(0,T ; H1)+‖∂t EI

u‖2
L2(0,T ; H1)

)
≤ εr

4

N−1

∑
n=1

∆ t‖EA,n
p ‖2

L2 +
∆ t
4
‖EA,N

p ‖2
L2 +4dα

2
(

1
ε̃r
‖∂t EI

u‖2
L2(0,T ;H1)

)
where ε̃r =

εr
1+εr

. For the second part, a partial summation is done first

2
N

∑
n=1

∆ t
∫

Ω

αdiv
(
D−EA,n

u
)

EI,n
p = 2

∫
Ω

αdiv
(
EA,N

u
)

EI,N
p

−2
∫

Ω

αdiv
(
EA,0

u
)

EI,1
p −2

N−1

∑
n=1

∆ t
∫

Ω

αdiv
(
EA,n

u
)

D−EI,n+1
p

and, using the same procedure as above,

2
∣∣∣∣∫

Ω

αdiv
(
EA,N

u
)

EI,N
p

∣∣∣∣≤ εl

4
‖EA,N

u ‖2
H1 +

4dα2

εl
‖EI,N

p ‖2
L2 ,

2
∣∣∣∣∫

Ω

αdiv
(
EA,0

u
)

EI,1
p

∣∣∣∣≤ εl

4
‖EA,0

u ‖2
H1 +

4dα2

εl
‖EI,1

p ‖2
L2 ,

2

∣∣∣∣∣N−1

∑
n=1

α∆ t
∫

Ω

div
(
EA,n

u
)

D−EI,n+1
p

∣∣∣∣∣≤ εr

4

N−1

∑
n=1

∆ t‖EA,n
u ‖2

H1

+
4dα2

εr
‖∂t EI

p‖2
L2(0,T ; L2).

Combining the two parts leads to the estimation on B1:∣∣∣∣∣2∆ t
N

∑
n=1

B1

∣∣∣∣∣≤ εr

4

N−1

∑
n=1

∆ t‖EA,n
p ‖2

L2 +
εr

4

N−1

∑
n=1

∆ t‖EA,n
u ‖2

H1

+
∆ t
4
‖EA,N

p ‖2
L2 +

εl

4
‖EA,N

u ‖2
H1 +

εl

4
‖EA,0

u ‖2
H1

+4dα
2
(‖∂t EI

u‖2
L2(0,T ;H1)

ε̃r
+
‖EI,N

p ‖2
L2

εl
+
‖EI,1

p ‖2
L2

εl
+
‖∂t EI

p‖2
L2(0,T ;L2)

εr

)
ut

•∆ tBn
2 =∆ t ∑

K∈τh

aK(−Eπ,n
u ,D−EA,n

u )+∆ t ∑
K∈τh

ah(Eπ,n
u −EI,n

u ,D−EA,n
u )

We start with the aK part. We denote MK the continuity constant of aK

and we note that, for a function u locally in (H1(K))d and a function v
globally in (H1(Ω))d and for some ε > 0,∣∣∣∣∣ ∑
K∈τh

aK(u,v)

∣∣∣∣∣≤ ∑
K∈τh

(
MK‖u‖H1(K)‖v‖H1(K)

)
≤ ∑

K∈τh

(
M2

K
2ε
‖u‖2

H1(K)+
ε

2
‖v‖2

H1(K)

)

≤ M2

2ε
∑

K∈τh

‖u‖2
H1(K)+

ε

2 ∑
K∈τh

‖v‖2
H1(K)

=
M2

2ε
‖u‖2

H1(τ)+
ε

2
‖v‖2

H1(Ω)

where M = maxK MK . We now use the partial summation (recall that
aK is symmetric)

2
N

∑
n=1

∆ t ∑
K∈τh

aK(−Eπ,n
u ,D−EA,n

u ) = 2 ∑
K∈τh

aK(−Eπ,N
u ,EA,N

u )

−2 ∑
K∈τh

aK(−Eπ,1
u ,EA,0

u )−2
N−1

∑
n=1

∑
K∈τh

aK(−(Eπ,n+1
u −Eπ,n

u ),EA,n
u )

and combine it with the previous estimate to write∣∣∣∣∣2 ∑
K∈τh

aK(−Eπ,N
u ,EA,N

u )

∣∣∣∣∣≤ 8M2

εl
‖Eπ,N

u ‖2
H1(τ)+

εl

8
‖EA,N

u ‖2
H1 ,∣∣∣∣∣2 ∑

K∈τh

aK(−Eπ,1
u ,EA,0

u )

∣∣∣∣∣≤ 8M2

εl
‖Eπ,1

u ‖2
H1(τ)+

εl

8
‖EA,0

u ‖2
H1 .

For the third term, we also follow the idea of tool 5:

2 ∑
K∈τh

∣∣aK(Eπ,n+1
u −Eπ,n

u ,EA,n
u )
∣∣= 2 ∑

K∈τh

∣∣∣∣∣aK(
∫ tn+1

tn
∂t Eπ

u ,E
A,n
u )

∣∣∣∣∣
≤ 2 ∑

K∈τh

MK‖
∫ tn+1

tn
∂t Eπ

u ‖H1(K)‖EA,n
u ‖H1(K)

≤ 2 ∑
K∈τh

MK

(
∆ t
∫ tn+1

tn
‖∂t Eπ

u ‖2
H1(K)

) 1
2

‖EA,n
u ‖H1(K)

≤ ∑
K∈τh

8M2

εr

∫ tn+1

tn
‖∂t Eπ

u ‖2
H1(K)+∆ t

εr

8
‖EA,n

u ‖2
H1(K)

=
8M2

εr

∫ tn+1

tn
‖∂t Eπ

u ‖2
H1(τ)+∆ t

εr

8
‖EA,n

u ‖2
H1 .

We now apply the same methods to the ah part, denoting M̃K the con-
tinuity constant of aK

h and M̃ = maxK MK ,

2
N

∑
n=1

∆ t ∑
K∈τh

aK
h (E

π,n
u −EI,n

u ,D−EA,n
u )

= 2 ∑
K∈τh

ak
h(E

π,N
u −EI,N

u ,EA,N
u )−2 ∑

K∈τh

aK
h (E

π,1
u −EI,1

u ,EA,0
u )

−2
N−1

∑
n=1

∑
K∈τh

aK
h ((E

π,n+1
u −Eπ,n

u )− (EI,n+1
u −EI,n

u ),EA,n
u )
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and we split the errors EI and Eπ

2 ∑
K∈τh

∣∣aK
h (E

π,N
u −EI,N

u ,EA,N
u )

∣∣≤ 8M̃2

εl
‖Eπ,N

u ‖2
H1(τ)+

4M̃2

εl
‖EI,N

u ‖2
H1

+(
εl

8
+

εl

4
)‖EA,N

u ‖2
H1 ,

2 ∑
K∈τh

∣∣aK
h (E

π,1
u −EI,1

u ,EA,0
u )
∣∣≤ 8M̃2

εl
‖Eπ,1

u ‖2
H1(τ)+

4M̃2

εl
‖EI,1

u ‖2
H1

+(
εl

8
+

εl

4
)‖EA,0

u ‖2
H1 ,

2 ∑
K∈τh

aK
h

∣∣(Eπ,n+1
u −Eπ,n

u ,EA,n
u )
∣∣≤ 8M̃2

εr

∫ tn+1

tn
‖∂t Eπ

u ‖2
H1(τ)

+
εr

8
∆ t‖EA,n

u ‖2
H1 ,

2 ∑
K∈τh

aK
h

∣∣(EI,n+1
u −EI,n

u ,EA,n
u )
∣∣≤ 4M̃2

εr

∫ tn+1

tn
‖∂t EI

u‖2
H1

+
εr

4
∆ t‖EA,n

u ‖2
H1 .

We finally obtain the bound∣∣∣∣∣2∆ t
N

∑
n=1

B2

∣∣∣∣∣≤ εr

2

N−1

∑
n=1

∆ t‖EA,n
u ‖2

H1 +
εl

2
‖EA,N

u ‖2
H1 +

εl

2
‖EA,0

u ‖2
H1

+4M̃2

(
‖EI,1

u ‖2
H1

εl
+
‖EI,N

u ‖2
H1

εl
+
‖∂t EI

u‖2
L2(0,T ; H1)

εr

)

+8(M2 + M̃2)

‖Eπ,1
u ‖2

H1(τ)

εl
+
‖Eπ,N

u ‖2
H1(τ)

εl
+
‖∂t Eπ

u ‖2
L2(0,T ;H1(τ))

εr

ut

•∆ tBn
3 =∆ t

∫
Ω

c0(D−pn−∂t pn)EA,n
p +∆ t

∫
Ω

αdiv
(
D−un−∂t un)EA,n

p

We first use the Taylor’s expansion (tool 3)

∆ tBn
3 =

∫
Ω

c0

∫ tn

tn−1
∂tt p(s)(tn−1− s)2dsEA,n

p

+
∫

Ω

αdiv
(∫ tn

tn−1
∂tt u(s)(tn−1− s)2ds

)
EA,n

p

We then follow the idea of the double Cauchy-Schwarz (tool 5), this
time using the fact that

∫ tn

tn−1 (tn−1− s)2ds = ∆ t3

3 . In addition, tool 2 is
used to treat the divergence operator. Thus,

|∆ tBn
3| ≤ c0‖EA,n

p ‖L2

(
∆ t3

3

∫ tn

tn−1

‖∂tt p(s)‖2
L2 ds

) 1
2

+α‖EA,n
p ‖L2

(
d∆ t3

3

∫ tn

tn−1

‖∂tt u(s)‖2
H1 ds

) 1
2

Following what has been done for the estimate of B1, Young’s inequal-
ity is used with ε = 1

4 for the last term and ε = εr
4 for the others:

∣∣∣∣∣2∆ t
N

∑
n=1

Bn
3

∣∣∣∣∣≤ 2εr

4

N−1

∑
n=1

∆ t‖EA,n
p ‖2

L2 +
2∆ t

4
‖EA,N

p ‖2
L2

+
4
3

∆ t2

(
c2

0

‖∂tt p‖2
L2(0,T ; L2)

ε̃r
+dα

2
‖∂tt u‖2

L2(0,T ; H1)

ε̃r

)
ut

•∆ tBn
4 = ∆ t

∫
Ω

(fn− fn
h) ·D−EA,n

u

We assimilate the difference (fn− fn
h) to an interpolation error denoted

EI,n
f . Using a partial summation,

2∆ t
N

∑
n=1

∫
Ω

EI,n
f ·D−EA,n

u = 2
∫

Ω

EI,N
f EA,N

u −
∫

Ω

2EI,1
f EA,0

u

−2
N−1

∑
n=1

∫
Ω

(EI,n+1
f −EI,n

f ) ·EA,n
u .

Using Cauchy-Schwarz and Young inequalities, and treating the third
term with tool 5, we have

2
∣∣∣∣∫

Ω

EI,N
f EA,N

u

∣∣∣∣≤ 2‖EI,N
f ‖L2‖EA,N

u ‖L2

≤ 4
εl
‖EI,N

f ‖2
L2 +

εl

4
‖EA,N

u ‖2
H1 ,

2
∣∣∣∣∫

Ω

EI,1
f EA,0

u

∣∣∣∣ ≤ 2‖EI,1
f ‖L2‖EA,0

u ‖L2

≤ 4
εl
‖EI,1

f ‖2
L2 +

εl

4
‖EA,0

u ‖2
H1 ,

2
∣∣∣∣∫

Ω

(EI,n+1
f −EI,n

f ) ·EA,n
u

∣∣∣∣ ≤ ‖EA,n
u ‖L2

(
∆ t
∫ tn+1

tn
‖∂t EI

f ‖2
L2

) 1
2

≤ 4
εr

∫ tn+1

tn
‖∂t EI

f ‖2
L2 +

εr

4
∆ t‖EA,n

u ‖2
H1 ,

and thus, noticing that ‖EA
u ‖L2 ≤ ‖EA

u ‖H1 ,∣∣∣∣∣2∆ t
N

∑
n=1

Bn
4

∣∣∣∣∣≤ εr

4

N−1

∑
n=1

∆ t‖EA,n
u ‖2

H1 +
εl

4
‖EA,N

u ‖2
H1 +

4
εr
‖∂t EI

f ‖2
L2(0,T ; L2)

+
4
εl

(
‖EI,N

f ‖2
L2 +‖EI,1

f ‖2
L2

)
+

εl

4
‖EA,0

u ‖2
H1 ut

•∆ tBn
5 =−∆ t ∑

K
∑

f⊂∂K
(Fn

K f −F?,n
K f )E

A,n
p

For this part, we use the consistency of the fluxes Fn
K f = −Fn

L f and
F?,n

K f =−F?,n
L f . This allows to reorganise the double sum in the follow-

ing way, K standing for any of the two neighboring cells of f ,

∑
K

∑
f⊂∂K

(Fn
K f −F?,n

K f )E
A,n
p = ∑

f⊂Ω\ΓNp

(Fn
K f −F?,n

K f )D f (EA,n
p )

≤

 ∑
f⊂Ω\ΓNp

T−1
f

∣∣∣Fn
K f −F?,n

K f

∣∣∣2
 1

2
 ∑

f⊂Ω\ΓNp

Tf D f (EA,n
p )2

 1
2

(CS)

≤
|EA,n

p |21,τ
2

+ ∑
f⊂Ω\ΓNp

∣∣∣Fn
K f −F?,n

K f

∣∣∣2
2Tf

(Young)

and thus∣∣∣∣∣2∆ t
N

∑
n=1

Bn
5

∣∣∣∣∣≤ N

∑
n=1

∆ t|EA,n
p |21,τ +

N

∑
n=1

∆ t ∑
f⊂Ω\ΓNp

∣∣∣Fn
K f −F?,n

K f

∣∣∣2
Tf

ut

•∆ tBn
6 =−∆ tc0

∫
Ω

EA,n
p D−EI,n

p
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We use tool 5 and tool 1 to write

|∆ tBn
6| ≤ c0‖EA,n

p ‖L2

(
∆ t
∫ tn

tn−1
‖∂t EI

p‖2
L2

) 1
2

≤ ε∆ t
2
‖EA,n

p ‖2
L2 +

c2
0

2ε

∫ tn

tn−1
‖∂t EI

p‖2
L2

and we set ε = 1
4 for n = N and ε = εr

4 for the others n leading to∣∣∣∣∣2∆ t
N

∑
n=1

Bn
6

∣∣∣∣∣≤ εr

4

N−1

∑
n=1

∆ t‖EA,n
p ‖2

L2+
∆ t
4
‖EA,N

p ‖2
L2+

4c2
0

ε̃r
‖∂t EI

p‖2
L2(0,T ;L2)ut
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