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Abstract

Nowadays, the use of catalysis is implied in almost all industrial process. Their use allows improving productivity, synthesis yields and waste treatment as well as decreasing the energy costs. The increasingly stringent requirements in terms of reaction selectivity and environmental standards impose an ever more accurate knowledge and control of their operations. However, the characterization techniques struggle to develop and often require equipment with high complexity.

In this paper, we demonstrate a novel elemental approach with an all-optical design allowing quantitative space-resolved analysis to be performed with ppm-scale limit of quantification and µm-scale resolution. This approach, based on laser-induced breakdown spectroscopy (LIBS), is distinguished by its simplicity of use, all-optical design, and speed of operation. This work was conducted on palladium–based porous alumina catalyst, used for the selective hydrogenation process in the field of petrochemistry. We report an exhaustive study on the quantification capability of this technique with the possibility to perform imaging measurement over a large dynamical range, typically from few ppm to %. These results offer new insight into the use of LIBS imaging in the industry and paves the way for innumerable applications.
Introduction

The imaging capability of Laser-induced breakdown spectroscopy (LIBS) represents an attractive way of development for the technique, with innumerable applications in various fields, such as geology [1-3], industry [4-8], surface science [9,10] and biology [11-15]. In LIBS imaging, laser-induced plasma are generated continuously while scanning the sample surface over the region of interest. Elemental images are obtained after extracting the intensity of the interesting species (i.e. atoms, ions or molecules) from each recorded spectrum. This approach has many advantages such as multi-elemental capability, ease in use, and operation at atmospheric pressure. This is furthermore the only all-optical technique providing space-resolved elemental information with a ppm-scale sensitivity and a µm-range resolution [12]. Another asset of the technique lies in its acquisition speed. In LIBS, the acquisition rate can be rather fast since it is only limited by the laser frequency rate and the detector speed. Acquisition rate of up to kHz has already been demonstrated [16]. Its high acquisition speed combined with its full compatibility with optical microscopy provide LIBS unique features compared to other elemental imaging methods such as laser ablation inductively coupled plasma mass spectrometry (LA-ICP-MS) [17-19], synchrotron radiation microanalysis (SXRF) [20-24], and electron probe micro-analysis (EPMA) [21,25,26]. Although these “gold standard” techniques may have a better sensitivity or spatial resolution, their relatively slow operation speed (generally limited to ∼1 Hz/pixel) makes LIBS very attractive for applications requiring fast imaging, 3D characterization and/or large-scale analysis.

However, being able to provide “quantitative” imaging by LIBS still remains a challenging task and this subject raises a number of issues. First of all, one pixel of the LIBS image corresponds to a unique measurement (i.e. plasma) since the invasive nature of laser ablation, generally, does not allow several measurements to be averaged at one position of the sample. Therefore, the quantification strategy must be deployed without using any statistical information. In addition, the good candidate samples for space-resolved mapping measurements are by nature heterogeneous and may contain
different matrix and/or strong gradient concentrations. A number of questions must be therefore addressed before each analysis in order to find the best quantification strategy: Does the sample is subject to matrix effect? Does the detection response is linear over all the dynamical range? How to conduct relevant calibration over all the dynamical range, and/or for the different sample phases? What uncertainty can we expect? Etc... These considerations are not specific to LIBS. They are inherent to most of spectroscopic-based imaging techniques, including the previously mentioned. However, although this subject have been discussed in detailed in the literature for LA-ICP-MS [27-29], EPMA [30,31] or µ-XRF [28,32], there is no work, to our knowledge, addressing these issues in the particular case of LIBS imaging.

In this paper, we aim at assessing the quantitative capability of LIBS imaging. This work was conducted on palladium–based porous alumina catalysts. This type of sample is ideal in a methodological point of view since Pd concentration covers several orders of magnitude (from wt% to ppm scale) in a similar matrix. We report for the first time, to our knowledge, a quantitative imaging methodology covering three orders of magnitude. To cover this large dynamical range and overcome eventual saturation effects, a multi-calibration approach is proposed with the use of emission lines with different intensity levels. A methodology based on the distance transform is finally detailed and allows the averaged profiles of Pd to be extracted with a degree of unmatched sensitivity. These results highlight the strong potential of LIBS for quantitative elemental imaging in the field of catalysis and open the way to a wide range of industrial applications.

Material and Methods

Samples

Samples were prepared by incipient wetness impregnation of an aqueous solution of palladium nitrate (Engelhard). Alumina beads (2–4 mm diameter, total porous volume 0.63 cm$^3$/g, SBET = 70 m$^2$/g) were put in contact with the solution in a rotating beaker. After impregnation, the catalysts
were dried at 393 K overnight and calcined under airflow at 723 K during 2 hours. This kind of preparation leads to egg-shell distribution of Pd and then a strong concentration gradient from the border to the center of the beads [18]. The targeted Pd loading was 0.4 wt%. Catalyst beads were then embedded in a black powder resin (STRUERS Polyfast) under temperature (453 K) and pressure (60 MPa) with a STRUERS ProntoPress-20 mounting press. The sample was polished with SiC paper under water solvent up to the beads diameters and finished with a 1 µm diamond suspension. The preparation was finally rinsed with pure ethanol. Different catalyst sections were analyzed by LIBS. The “usual” calibration curve strategy could not be conducted because of the difficulty to find or prepare homogeneous reference samples over all the investigated concentration range of palladium. Several catalyst sections were then analyzed both by LIBS and EPMA with the idea of using EPMA analysis to calibrate the LIBS signal intensities. Previous to each EPMA analysis, the sample surface was coated by a ~20 nm thick carbon layer.

*Electron probe micro-analysis*

EPMA analysis was performed on a JEOL JXA 8100 fitted with five wavelength dispersive spectrometers. Pure Pd (Goodfellow, wire 99.95 % purity) and pure alumina (Goodfellow, sapphire pellet Ø 3 mm, 99.9 % purity) were used as standards. Standards were acquired with at least 500 000 counts on net peak. On the sample, the electron beam was set to 20 kV accelerating voltage and 240 nA probe current in order to have a good sensitivity on palladium in a reasonable counting time. The beam was defocused to obtain a 15 µm diameter probe. Measurement times were equal on peaks and backgrounds and represent 20 second for each position. Oxygen was dosed by stoichiometry assuming metallic Pd and Al₂O₃ oxide. EPMA on porous samples [33,34] such as catalysts [35] is known to yield a total of concentration lower than 100 %. The carbon contamination during the embedding of catalyst beads in resin and surface roughness due to the internal porosity of the sample are the main reasons at the origin of this discrepancy [36]. A careful preparation allows to strongly reduce the carbon contamination. Nevertheless, macroporous catalyst supports such as the
one employed in this study generate a rough surface yielding a total of concentrations of about 80 to 90 wt%. The concentrations of palladium is then expected to be 10–20 % relative lower than expected. Nevertheless, as there is no obvious reasons that there exists a gradient of roughness along the catalyst beads diameter, concentration profiles along the diameter should remain not distorted. Analysis were performed along the diameter of catalyst sections. The first and last points of each profile was in the surrounding resin to be sure that the whole diameter of the pellet has been measured. Each analysis point was spaced by 15 µm leading to an analysis duration of about 70 minutes per section (integration time of twice 20 second per position). In these conditions, the EPMA limit of detection for Pd was estimated at 84 ppm and the limit of quantification at 280 ppm.

**LIBS imaging**

The LIBS instrument used in this study is shown in figure 1. It has already been described in details elsewhere [37] and only its main components are described in the following. The laser source was a Nd:YAG emitting 5 ns pulses at the fundamental wavelength (1064 nm) with a 10 Hz repetition rate. The typical pulse energy was 300 mJ at the output of the laser. The laser beam was spatially filtered using an optical system consisting in an aperture associated with a beam expander to get a “top-hat” profile. After this filtration step, the laser pulse energy was typically 10 mJ. The sample was mounted on a platform which could be translated along three axes by a X,Y,Z motorized system. The travel range of each stage was 50 mm in each direction. A mechanical shutter was used to control the delivery of laser pulse onto the sample. Laser pulses were vertically focused onto the sample surface by a x15 magnification reflective objective (LMM-15X-P01, Thorlabs). The plasma radiation was collected by a lens-fiber system, positioned with an angle of about 35° relative to the sample surface. The collected light was analysed using a Czerny-Turner spectrometer (Shamrock 303, Andor Technology) equipped with a 1200 lines/mm grating and an intensified CCD camera (iStar ICCD, Andor Technology). The ICCD camera was synchronized to the Q-switch of the laser and the spectrum acquisition was performed with delay and gate of 150 ns and 1 µs, respectively. The ICCD
gain was set at 80/255. The width of the entrance slit of the spectrometer was set to 30 µm. In this configuration, a spectral measurement range of about 30 nm was accessible with a spectral resolution of 0.15 nm.

Figure 1: Schematic representation of the LIBS imaging setup.

In mapping mode, the sample movement in the X direction was synchronized with the opening of the beam shutter. The sample surface was scanned, line by line, to cover the region of interest. In this configuration and with regard to the laser frequency rate (i.e. 10 Hz), the spatial resolution could be adjusted by changing the speed of the X stage. Besides, the number of pixel per line (i.e. laser shots) is directly related to the opening time of the shutter. Different controls allow the stabilization of experimental parameters throughout the mapping experiment. The laser energy was stabilized by using a servo control loop achieved by using a power meter and a computer-controlled attenuator (ATT266, Quantum Composers). For all experiments presented in the following, the typical pulse energy used was 600 µJ per pulse and the lateral resolution was 15 µm. In addition, the vertical positioning of the sample was controlled by using a laser pointer focused obliquely on the sample surface. The position of the laser pointer on the sample surface, imaged by the CCD camera, is indeed a direct monitoring of the focusing distance [37]. Homemade software developed in the
LabVIEW environment controlled the all system and allowed automated sequences to be set in order to scan the region of interest.

Results

*From spectra to elemental images*

To measure the strongest lines associated with palladium in the UV-visible region, the central wavelength of the spectrometer was set to 350 nm. The spectral range covered in this case, from 338 to 362 nm, also allowed lines originating from Al, CN (cyano radical), and Fe to be detected. Examples of single-shot spectra are shown in figure 2b. They have been recorded in different positions of the catalyst section shown in figure 2a: A in the resin, and B-E from the edge to the catalyst center, respectively. As can be seen in the spectrum B, a total of ten atomic lines of palladium were detected. All these lines have various intensity scales, ranging from more than one order of magnitude. It is also noteworthy that contrary to Al, palladium signals strongly decrease from the edge to the center which clearly confirm the strong heterogeneity of this element in the catalyst section. In addition, the CN molecular band was also observed in the resin due to its organic composition as shown in the spectrum A. Note that the CN molecular emission interferes with the Al line but it is still conceivable to extract the aluminum image by applying an appropriate mask.

From there, a careful choice of the emission line had to be addressed. Among the different Pd lines present in this spectral range, different options were possible. The use of a strong line (for example Pd at 340.458) will obviously provide the best limit of detection (LoD) but this line could be more affected by eventual saturation effects that may originate both from self-absorption and/or from the non-linearity of the detection system. In the opposite, a weak line (for example Pd at 343.34 nm) will be less affected by saturation effects but also less sensitive. In order to cover the widest possible dynamical range without being affected by saturation effects, our idea was to use two emission lines with different intensity scales.
In addition, we are not immune to spectral interference resulting from undesired contaminations, which may come from surface contaminations (due to the sample preparation and/or sample handling) and/or from the substrate impurity. These eventual contaminants are not necessarily visible on each spectrum since they can be rather heterogeneously distributed in the sample. This aspect is illustrated in figure 3, which shows elemental images of 6 different palladium lines, as well as Al, Fe and CN images. The net intensities of the different emission lines were extracted using a baseline subtraction defined. All treatments were performed with a homemade software dedicated to the intensity extraction and the construction of the elemental images. Among the different Pd images shown in figure 3, it is clear that the Pd images a,b,c appear as interference-free, while images d,e,f suffer from interference with Al (g), Fe (h) and CN (i), respectively. These results validate our choice to use both Pd (I) 340.45 and Pd (I) 343.34, respectively as strong and weak emission lines. The atomic parameters associated to these both lines were extracted from the NIST database [38] and are summarized in table 1. Note that the upper level of the line at 343.34 nm is about 2 times higher than the line at 340.45 nm. This weak line is then less affected by self-absorption.
Figure 3: Palladium, aluminum, iron and CN images of a catalyst section from a) Pd I 340.45 nm, b) 342.12 nm, c) 343.34 nm, d) 348.11 nm, e) 348.97 nm, f) 355.30 nm, g) Al I 359.74 nm, h) Fe I 360.66 nm and i) CN emission line at 358 nm. These images are composed by 52 500 (250x210) individual pixels. For better clarity a x3 intensity factor was applied to the images c), d), e), f), h) and i).

<table>
<thead>
<tr>
<th>Species</th>
<th>Line wavelength (nm)</th>
<th>Intensity at 8 000 K (a.u.)</th>
<th>$A_k$ (s$^{-1}$)</th>
<th>$E_i - E_k$ (cm$^{-1}$)</th>
<th>$g_i - g_k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pd (I)</td>
<td>340.458</td>
<td>24 000</td>
<td>1.34x10$^8$</td>
<td>6 564 – 35 928</td>
<td>7 – 9</td>
</tr>
<tr>
<td>Pd (I)</td>
<td>343.343</td>
<td>5 000</td>
<td>3.28x10$^8$</td>
<td>11 722 – 40 839</td>
<td>5 – 3</td>
</tr>
</tbody>
</table>

Table 1: Characteristics of palladium emission lines of interest. Value extracted from the NIST database [38]. The line intensities were calculated using a plasma temperature of 8 000K.

**LIBS calibration**

LIBS measurements were calibrated using space-resolved analysis conducted by electron probe micro-analysis. The use of EPMA was made necessary due to the lack of access to reference samples. A 3 millimeters profile, corresponding to the diameter of a catalyst section (white dot line in figure 2.b), was analyzed by EPMA. This measurement was followed by the acquisition of a full sample image by LIBS (see figure 2.a). LIBS intensities of the two selected Pd emission lines were then extracted following the same profile as EPMA. Both measurements were conducted with the same spatial resolution (i.e. 15µm) and allowed a “kind” of calibration curves to be built point by point (i.e. pixel by pixel) for both Pd lines. Results are shown in figures 4.a and 4.b respectively for the strong
and weak Pd lines. The apparent variability observed between LIBS and EPMA can be explained by their different probed volumes. In LIBS, the analysis volume from a single shot measure can be estimated at about 200 µm$^3$ while the typical probed volume in EPMA is 1400 µm$^3$. In addition, it may also exist a slight position shift between both measurements.

We can observe from figure 4 that the Pd line at 340.45 nm shows a clear saturation effect for palladium concentrations higher than 0.1 wt%, while the intensity of the weak emission line remains linear over all the concentration range, with an intercept close to 0 and a $R^2$ coefficient of 0.992. On the other hand, at concentration lower than 0.1 wt%, the signal of weak Pd line is close or below the noise and only the strong emission line of Pd is detected. The combined use of both Pd lines appears then necessary to cover the entire concentration range. In this way, Pd (I) 343.34 nm was used for concentration higher than 0.1 wt% (i.e. intensity $I_{343.34} > 1449$ counts) and Pd (I) 340.45 nm for concentration lower than 0.1 wt% ($I_{343.34} < 1449$ counts).

![Figure 4: Calibration curves obtained from a, Pd (I) 340.45 nm and b, Pd (I) 343.34 nm emission lines on the palladium concentration range above EPMA limit of quantification (i.e. 280 ppm). The regression equation and the determination coefficient ($R^2$) for each graph are indicated.](image)

*Standard (single-shot) profile and quantitative image*
A comparison of the quantitative profiles obtained by LIBS and EPMA with their associated limits of quantification (LOQ) is shown in figure 5. The LOQ were determined for both palladium lines using the 10σ method with the following equation [39]:

$$LOQ_i = \frac{10 \sigma}{s_i}, \quad (1)$$

where \( \sigma \) corresponds to the measurement noise determined from the spectrum baseline and \( s_i \) the slope of the calibration curve of the line \( i \). With this relation, LOQs were estimated at 0.06 wt% and 0.006 wt% for Pd (I) 343.34 and Pd (I) 340.45 nm, respectively. In figure 5, concentrations higher than LOQ are plotted as continuous line while points correspond to concentrations below the LOQ. The limits of quantification are represented with discontinuous lines. The limit of detection from single-shot analysis was also estimated at 18 ppm according the criterion of three times the noise divided by the slope of the analytical curve. It is shown in figure 5 with a black discontinuous line.

The superposition of both EPMA and LIBS profiles clearly show that LIBS provides a greater degree of information due to its better “analytical” performances. Indeed, the limit of quantification in LIBS is about 5 times lower than the EPMA, which leads to a wider dynamic range. Furthermore, LIBS sensitivity (i.e. LOD) allows the palladium to be significantly detected over the entire profile, even in the central region. In addition to these analytical considerations, it has to be mentioned that the LIBS speed of operation is substantially higher since to obtain these 200 points profiles, the LIBS analysis was 200 times faster than EPMA. Indeed, profile analysis lasts 20 seconds by LIBS while it requires more than an hour by EPMA.
Quantitative images of palladium were then obtained in an equivalent manner. The first step consisted in determining the concentration range associated to each spectrum (i.e. pixel). As previously, the “high” concentration range was defined for intensity $I_{343.34} > 1449$ counts and the “low” concentration range for $I_{343.34} < 1449$ counts. The results are shown in figure 6.a illustrating both regions of the catalyst section. Pd concentrations were then retrieved by calibrating high intensity pixels (red area in figure 6.a) using the weak Pd line at 343.34 nm and the low intensity pixels (white area) with the Pd line at 340.45 nm. The retrieved quantitative image is shown in figure 6.b. A logarithmic false color scale was used in order to help in visualizing the all dynamical range of the palladium concentration. The later covers, in this example, 3 orders of magnitude and extends from few ppm to wt%. The minimum value of the palladium concentration (purple) corresponds to the limit of quantification estimate from a single-shot measurement. Note that a mask, obtained from the CN image, was also applied in order attribute a null concentration value outside the catalyst section. All this procedure was realized in an automated way using a homemade software developed in the LabVIEW environment.
Figure 6: Construction of quantitative image. a) Pd concentration ranges, (1) high level > 0.1 wt% and (2) low level <0.1 wt%. b) quantitative image of palladium shown with a logarithmic false color scale. This quantitative image is obtained using both concentration ranges and associated calibration.

**Averaged distribution profiles**

It is possible to take the analysis a step further by considering our particular type of samples. In the case of heterogeneous catalysts, the active element (i.e. palladium) penetrates during impregnation in all directions inside the alumina bead, with a concentration gradient which can be considered as uniform with regard to the catalyst surface. It is therefore possible to obtain the global distribution profile of the active element by averaging all the spectra associated to the same distance from the bead’s border. This will allow to retrieve the global distribution of Pd inside the catalyst with improved analytical performances due to the averaging.

In order to find all the spectra associated to an equal distance from the edges, we used the distance transform of a mask of a pellet [40,41]. This transform, applied to binary images, provide a gray level image with intensity values corresponding to the distance (in pixel unit) to the closest boundary from each point. This transform was then applied to a binary mask obtained from the CN image. The retrieved distance map was used to find all spectra index located at an equal distance to the catalyst surface. Spectra were then averaged for each equivalent value and the unilateral distribution profile was finally constructed by extracting the net intensities of both palladium lines. Quantitative calibration was applied as described above. The obtained averaged as well as single shot profiles are
shown in figure 7. As previously, concentrations higher than the LOQ are plotted as continuous line while dot lines represent the concentrations below the LOQ. We can observe a significant improvement of the LOQ as compared to the single-shot profile. In the external region of the catalyst section, this improvement reaches a factor 20. The averaging allows indeed the SNR to be improved as $\sqrt{N}$, where $N$ is the number of averaged spectra, and so the LOQ to be reduced by the factor $1/\sqrt{N}$. Therefore, LOQ values were not constant throughout the profile since each averaged spectra was obtained from a different number of measurements. In this example, $N$ ranged from 641 at the catalyst border to 5 at the vicinity of the center. In addition, unlike single-shot measurement, the average LIBS quantitative profile allows statistically reliable concentrations to be obtained throughout the catalyst section.

As shown in figure 8 with measurements conducted on other catalyst sections, it finally seems rather relevant to associate both the quantitative image and the global averaged profile. These two results provide indeed very complementary information. First, the image allows a global observation of the active element distribution within the catalyst. Although this image may not be considered strictly
quantitative due to the single-shot nature of the analysis, it provided the concentration scale of the gradient and informed about possible penetration heterogeneity of the active element. Second, the averaged profile provides a global behavior of the active element distribution within the catalyst. This result is strictly quantitative and statistical measurements uncertainties can be associated. It can be used to understand and model the impregnation processes as well as predict the catalyst performance [18] or do quality control of their production (heterogeneity of batches).

**Figure 8:** a) Optical images, b) quantitative elemental images and c) averaged profiles of palladium with their respective confidence interval (in dot red) for two different catalyst sections. The confidence intervals were determined by using the following equation $\pm t \sigma$ where $t$ is the Student coefficient (equal to 2 at 95 % confidence) and $\sigma$ the experimental standard deviation.
Conclusion

These results demonstrate that the laser-induced breakdown spectroscopy has many advantages and a high potential for quantitative elemental imaging of heterogeneous catalyst. Compared to electron probe microanalysis, LIBS provides, 240 times faster at the same spatial resolution, quantitative elemental images on three orders of magnitude in concentration with about 60 times lower limits of quantification. In addition to these characteristics, LIBS allows to detect elements directly under atmospheric pressure. A disadvantage of this application is the lack of reference samples leading to LIBS measurements calibration with EPMA. However, for making autonomous LIBS quantification protocol, we currently work on the development of several methods to obtain homogeneous reference samples over a wide range of concentration. Furthermore, detection can be further enhanced but with a higher probability of saturation for high concentrations. Even if this work was performed on a model catalyst sample, our LIBS method can be employed in the field of catalysis for predicting and modeling catalysis reaction, for monitoring and characterizing used catalysts from industrial process, in particular, for monitoring poisons and deposits. More generally, this LIBS methodology can also be extended to any application with elements diffusion in materials.
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