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Abstract

This paper jointly addresses the problems of chromatogram baseline correction and noise reduction. The proposed approach is based on modeling the series of chromatogram peaks as sparse with sparse derivatives, and on modeling the baseline as a low-pass signal. A convex optimization problem is formulated so as to encapsulate these non-parametric models. To account for the positivity of chromatogram peaks, an asymmetric penalty function is utilized. A robust, computationally efficient, iterative algorithm is developed that is guaranteed to converge to the unique optimal solution. The approach, termed Baseline Estimation And Denoising with Sparsity (BEADS), is evaluated and compared with two state-of-the-art methods using both simulated and real chromatogram data.
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1. Introduction

Several sources of uncertainties affect the quality and the performance of gas and liquid chromatography analysis [48, 1]. As with many other analytical chemistry methods (including infrared or Raman spectra [6]), chromatogram measurements are often considered as a combination of peaks, background and noise [35]. The two latter terms are sometimes merged under different denominations: drift noise, baseline wander, or spectral continuum. For instance in [5], the baseline drift is characterized as a “colored” noise, with a low-frequency dominance in the noise power spectrum. In the following, we restrict the term “baseline” to refer to the smoothest part of the trend or bias (The portion of the chromatogram recording the detector response when only the mobile phase emerges from the column, [34]), while we call “noise” the more stochastic part. Peak line shapes are of possibly various nature, from Gaussian to asymmetric empirical models [17, p. 97 sq.]. Meanwhile, they can easily be described as short-width, steep-sided up-and-down bumps. They therefore also possess relatively broad frequency spectra, albeit localized and behaving differently from the drift noise disturbance. Leaving peak artifacts (fronting and tailing, co-elution, etc.) aside, their quantitative analysis (peak area, width, height quantification) is thus hindered by the possibility to accurately remove both the smooth baseline and the random noise [29]. Indeed, these problems are often addressed independently, in two different steps (which could, in turn, “introduce substantial levels of correlated noise” [5]): a generally low-order approximation or smoothing for the baseline, and forms of filtering for the noise on the residual chromatogram with background removed.

First, although seemingly simple, the problem of baseline subtraction remains a long-standing issue, which can be traced back to [58, 38]. Recent overviews are presented in [42, 20, 27]. Spectral information processing [46, 47, 57] has been a major course of action. Methods based on linear and non-linear [36, 26, 41] filtering, or multiscale forms of filtering with wavelet transforms [9, 24, 7, 31] have been proposed. The relative overlap between the spectra of the peaks, the baseline, and the noise has led to alternative regression
models, based on various constraints. The low-pass part of the baseline may be modeled by regular functions, such as low-degree polynomials [33, 59] or (cubic) spline models [19, 23, 12], in conjunction with manual identification, polynomial fitting or iterative thresholding methods [21]. Related algorithms based on signal derivatives [5, 11] have been devised. In many approaches, modeling and constraints are laid on the potential features of the baseline itself: shape, smoothness, transformed domain properties. Consequently, it appears beneficial to investigate generalized penalizations [13, 3, 33, 59], with less stringent models on either the signal, the background or the noise. This is the very motivation of this paper: a joint estimation of these three chromatogram components while avoiding overly restrictive parametric models. Specifically, in this work, the baseline is modeled as a low-pass signal, while chromatogram peaks of interest are deemed to be sparse up to second order derivatives, leaving random noise as a residual.

In the past decade, this concept of parsimony, or sparsity, has been an active and fruitful drive in signal processing and chemistry. It entails the possibility of describing a signal of interest with a restricted number of non-zero parameters or components. Sparsity trades accuracy (of the description) with concentration (of the decomposition). Many algorithms based on sparsity have been developed for reconstruction, denoising, detection, deconvolution. Most sparse modeling techniques arose from the “least absolute shrinkage and selection operator” (better known under the *lasso* moniker [50, 40]), basis pursuit methods [10], total variation [8], and compound regularization [2]. While the latter essentially promote sparsity, different problems require, simultaneously, other constraints, like signal smoothness or residual stochasticity.

More specifically, recent works in signal [33, 43, 44, 37] and image processing [22, 15, 16, 49, 4] have promoted a framework for decomposing potentially complex measurements into “sufficiently” distinct components. Such non-linear decompositions are termed “morphological component analysis”, “geometric separation” or “clustered sparsity” [28]. Such approaches are amenable to analytical chemistry issues, relying on morphological properties of baselines and chromatographic peaks. Figure 1(a) displays a chromatogram $x$ obtained from two-dimensional gas chromatography [52]. It consists of abrupt peaks returning to a relatively flat baseline, and hence exhibits a form of sparsity. Moreover, as illustrated in Fig. 1(b) and (c), the second
and third-order derivatives of \( x \) are also sparse; often sparser than \( x \) itself. We thus model the peaks of a chromatogram as a sparse signal, whose first several derivatives are also sparse. In addition, baselines are sometimes approximated by polynomials or splines \([32, 33, 59]\). However, most baseline signals in practice do not follow polynomial laws faithfully over a long range. We thus instead model slowly varying baseline drifts as low-pass signals. The more generic low-pass model for the baseline provides a convenient and flexible way to specify the behavior of the smoothing operator, in comparison with polynomial or spline approximations.

Following aforementioned works on morphological component analysis and its variations, in particular \([45]\), we formulate an approach for the decomposition of measured chromatogram data into its modeled components: sparse peaks, low-pass baseline, and a stochastic residual. It is termed BEADS, for Baseline Estimation And Denoising with Sparsity. To this end, we pose an optimization problem wherein the terms of the objective function encapsulate the foregoing model. We develop a fast-converging iterative numerical algorithm, drawing on techniques of convex optimization. Due to its formulation as a convex problem, its solution is unique and the proposed algorithm is guaranteed to converge to the unique solution regardless of its initialization. Furthermore, we express the algorithm exclusively in terms of banded matrices, such that the proposed iterative algorithm can be implemented with high computational efficiency and low memory. Accordingly, the proposed algorithm is suitable for long data series.

2. Preliminaries

In this paper, lower and upper case bold are used to denote vectors and matrices, respectively, e.g., vector \( x \) and matrix \( A \). The \( N \) point signal \( x \) is denoted as \( x = [x_0, x_1, \ldots, x_{N-1}]^T \). The \( n \)-th element of the vector \( x \) is denoted \( x_n \) or \( [x]_n \). Element \((i, j)\) of the matrix \( A \) is denoted \( A_{i,j} \) or \( [A]_{i,j} \).

The setting of this work is in the discrete-data domain, so all derivatives will be expressed by finite differences and the words ‘derivative’ and ‘difference’ are used interchangeably. The first-order difference matrix of size \((N-1) \times N\) is defined as:

\[
D_1 = \begin{bmatrix}
-1 & 1 \\
-1 & 1 \\
& \ddots & \ddots \\
& & -1 & 1 \\
\end{bmatrix}
\]

(1)

and similarly, the second-order difference matrix of size \((N-2) \times N\) is defined as:

\[
D_2 = \begin{bmatrix}
-1 & 2 & -1 \\
-1 & 2 & -1 \\
& \ddots & \ddots & \ddots \\
& & -1 & 2 & -1 \\
\end{bmatrix}
\]

(2)

Generally, the difference operator of order \( k \), of size \((N - k) \times N\), is denoted as \( D_k \). For convenience, when \( k = 0 \), we define \( D_0 \) as the identity matrix, i.e., \( D_0 = I \).

The \( \ell_1 \) and \( \ell_2 \) norms of \( x \) are defined as the sums:

\[
\|x\|_1 = \sum_n |x_n|, \quad \|x\|_2^2 = \sum_n |x_n|^2.
\]

(3)

To minimize a challenging cost function \( F \), the Majorization-Minimization (MM) approach \([18, 30]\) solves a sequence of simpler minimization problems,

\[
x^{(k+1)} = \arg \min_x G(x, x^{(k)})
\]

(4)

where \( k \geq 0 \) denotes the iteration counter. The MM method requires that in each iteration a convex function \( G(x, v) \) be a majorizer of \( F(x) \) and that it coincides with \( F(x) \) at \( x = v \). That is,

\[
G(x, v) \geq F(x) \quad \text{for all } x
\]

(5a)

\[
G(v, v) = F(v).
\]

(5b)
With initialization $\mathbf{x}^{(0)}$ and under suitable assumptions, the MM update equation (4) produces a sequence $\mathbf{x}^{(k)}$ converging to the minimizer of $F(\mathbf{x})$.

3. Baseline Estimation and Denoising: Problem Formulation

The proposed approach is based on modeling an $N$-point noise-free chromatogram data vector as

$$\mathbf{s} = \mathbf{x} + \mathbf{f}, \quad \mathbf{s} \in \mathbb{R}^N. \quad (6)$$

The vector $\mathbf{x}$, consisting of numerous peaks, is modeled as a sparse-derivative signal (i.e., $\mathbf{x}$ and its first several derivatives are sparse). The vector $\mathbf{f}$, representing the baseline, is a low-pass signal. We further model the observed (noisy) chromatogram data as

$$\mathbf{y} = \mathbf{s} + \mathbf{w} \quad (7)$$
$$= \mathbf{x} + \mathbf{f} + \mathbf{w}, \quad \mathbf{y} \in \mathbb{R}^N \quad (8)$$

where $\mathbf{w}$ is a stationary white Gaussian process with variance $\sigma^2$. Our goal is to estimate the baseline, $\mathbf{f}$, and peaks, $\mathbf{x}$, simultaneously, from observation $\mathbf{y}$.

We assume that if peaks are absent, then the baseline can be approximately recovered from a noise-corrupted observation by low-pass filtering, i.e., $\mathbf{f} \approx \mathbf{L}(\mathbf{f} + \mathbf{w})$ where $\mathbf{L}$ is a suitable low-pass filter. Hence, given an estimate $\hat{\mathbf{x}}$ of the peaks, we may obtain an estimate $\hat{\mathbf{f}}$ of the baseline by filtering $\mathbf{y}$ in (7) with low-pass filter $\mathbf{L}$,

$$\hat{\mathbf{f}} = \mathbf{L}(\mathbf{y} - \hat{\mathbf{x}}). \quad (9)$$

In this case, we may obtain an estimate $\hat{\mathbf{s}}$ by adding $\hat{\mathbf{x}}$,

$$\hat{\mathbf{s}} = \hat{\mathbf{f}} + \hat{\mathbf{x}} \quad (10)$$
$$= \mathbf{L}(\mathbf{y} - \hat{\mathbf{x}}) + \hat{\mathbf{x}} \quad (11)$$
$$= \mathbf{L}\mathbf{y} + \mathbf{H}\hat{\mathbf{x}} \quad (12)$$

where $\mathbf{H}$ is the high-pass filter,

$$\mathbf{H} = \mathbf{I} - \mathbf{L}. \quad (13)$$

In order to obtain an estimate $\hat{\mathbf{x}}$ of the chromatogram peaks from observed data $\mathbf{y}$, we will formulate an inverse problem with the quadratic data fidelity term $\|\mathbf{y} - \hat{\mathbf{s}}\|_2^2$. Note that

$$\|\mathbf{y} - \hat{\mathbf{s}}\|_2^2 = \|\mathbf{y} - \mathbf{L}\mathbf{y} - \mathbf{H}\hat{\mathbf{x}}\|_2^2 \quad (14)$$
$$= \|\mathbf{H}(\mathbf{y} - \hat{\mathbf{x}})\|_2^2. \quad (15)$$

Hence, the data fidelity term in the proposed formulation depends on the high-pass filter $\mathbf{H}$. Also note that the data fidelity term does not depend on the baseline estimate $\hat{\mathbf{f}}$. The optimization problem, formulated below, produces an estimate of the chromatogram peaks $\hat{\mathbf{x}}$. The baseline estimate is then obtained by (9).

3.1. Low-pass and High-pass Filters

We take the filters $\mathbf{L}$ and $\mathbf{H}$ to be zero-phase, non-causal, recursive filters. In other words, they filter relatively symmetric signals (such as chromatogram peaks), without introducing shifts in peak locations. A procedure for defining such filters is given in [45]. A filter is specified by two parameters: its order $2d$ and its cutoff frequency $f_c$. The high-pass filter $\mathbf{H}$ described in [45] is of the form

$$\mathbf{H} = \mathbf{A}^{-1}\mathbf{B} \quad (16)$$

where $\mathbf{A}$ and $\mathbf{B}$ are banded convolution (Toeplitz) matrices. Expressing $\mathbf{H}$ in terms of banded matrices leads in [45] to the development of algorithms that utilize fast solvers for banded linear systems [39, Sec. 2.4]. Being convolution matrices, $\mathbf{A}$ and $\mathbf{B}$ represent linear, time-invariant (LTI) systems, and $\mathbf{H}$ represents a
cascade of LTI systems where the LTI system $B$ is followed by the LTI system $A^{-1}$. Using the commutative property of LTI systems, in this paper we define $H$ as

$$H = BA^{-1}.$$  \hfill (17)

Due to $A$ and $B$ being finite matrices, they are not exactly commutative. However, the difference between (16) and (17) is confined to the beginning and end of the signal and hence, for long signals, is negligible. In Sections 4.1 and 4.2, we will see that (17) serves our purposes better than (16), allowing the derivation of a computationally efficient optimization algorithm.

3.2. Compound sparse derivative modeling

According to (6), the first $i$ derivatives, $i = 0, \ldots, M$, of the estimated peaks, $\hat{x}$, should be sparse. In sparse signal processing, sparse signal behaviour is typically achieved through the use of suitable non-quadratic regularization terms. Therefore, to obtain an estimate $\hat{x}$, the following optimization problem is proposed:

$$\hat{x} = \arg \min_x \left\{ F(x) = \frac{1}{2} \|H(y - x)\|_2^2 + \sum_{i=0}^{M} \lambda_i R_i (D_i x) \right\}. \hfill (18)$$

The assumption that the observed data is corrupted by additive white Gaussian noise (AWGN) is reflected in the use of a quadratic data fitting term as is classical. The quadratic data fidelity term is given by (15).

In (18), $D_i$ is the order-$i$ difference operator defined in Section 2. Functions $R_i : \mathbb{R}^{N-i} \rightarrow \mathbb{R}$, are of the form

$$R_i(v) = \sum_n \phi(v_n) \hfill (19)$$

where the function $\phi : \mathbb{R} \rightarrow \mathbb{R}$, referred to as a penalty function, is designed to promote sparsity. Substituting (19) in (18), we obtain

$$\hat{x} = \arg \min_x \left\{ F(x) = \frac{1}{2} \|H(y - x)\|_2^2 + \sum_{i=0}^{M} \lambda_i \sum_{n=0}^{N_i-1} \phi(D_i x_n) \right\} \hfill (20)$$

where $N_i$ denotes the length of $D_i x$. The constants $\lambda_i \geq 0$ are regularization parameters. Increasing $\lambda_i$ has the effect of making $D_i x$ more sparse. More discussion of how to specify $\lambda_i$ will be given in Section 5.

Compared with [45], this work introduces several modification to adapt the approach therein to chromatograms. The novel features of the approach proposed here include: 1) An $M$-term compound regularizer to model chromatogram peaks. 2) The modeling of the positivity of chromatogram peaks by non-symmetric penalties. 3) An improved algorithm based on MM (in contrast to ADMM as in [45]) for compound regularization. The improved algorithm converges faster and does not require any user-specified step-size parameter as does the earlier algorithm of [45].

3.3. Symmetric penalty functions

For many applications, samples of the target signal $x$ and its derivative $D_i x$ are positive or negative with equal probability, or this information is not available. In such cases, the penalty function should be symmetric about $x = 0$. One such function is the absolute value function,

$$\phi_A(x) = |x| \hfill (21)$$

which leads to $\ell_1$ norm regularization. While widely used, one drawback of (21) is that it is non-differentiable at zero, which can lead to numerical issues, depending on the utilized optimization algorithm. To address this issue, we utilize a smoothed (differentiable) approximation of the $\ell_1$ penalty function, for example, the hyperbolic function

$$\phi_B(x) = \sqrt{|x|^2 + \epsilon} \hfill (22)$$

or

$$\phi_C(x) = |x| - \epsilon \log (|x| + \epsilon). \hfill (23)$$
As the constant $\epsilon > 0$ approaches zero, the functions $\phi_B$ and $\phi_C$ approach the absolute value function. When $\epsilon = 0$, then $\phi_B$ and $\phi_C$ reduce to the absolute value function. Functions $\phi_A$, $\phi_B$, and $\phi_C$ are illustrated in Fig. 2 for comparison. The penalty functions and their first-order derivatives are listed in Table 1.

In order that the smoothed penalty functions maintain the effective sparsity-promoting behavior of the original non-differentiable penalty function, $\epsilon$ should be set to a sufficiently small value. On the other hand, $\epsilon$ should be large enough so as to avoid the afore-mentioned numerical issues arising in some optimization algorithms (in particular, the MM algorithm developed below). Fortunately, we have found that the numerical issues are reliably avoided with $\epsilon$ small enough so that its impact on the optimal solution is negligible.

The same holds true for the asymmetric functions discussed below. We have found that $\epsilon = 10^{-5}$ works well with both $\phi_B$ and $\phi_C$.

3.4. Asymmetric penalty functions

For some applications, the signal $x$ may be known to be sparse in an asymmetric manner. For example, it is known that chromatogram data have positive peaks above a relatively flat baseline. In such cases, it is preferable to use an asymmetric penalty function that penalizes positive and negative values differently, as in [14, 33, 32]. We start with the function $\theta : \mathbb{R} \rightarrow \mathbb{R}$ defined by

$$\theta(x; r) = \begin{cases} x, & x \geq 0 \\ -rx, & x < 0 \end{cases}$$

(24)

where $r > 0$ is a parameter. The function $\theta(x; r)$ is convex in $x$ and penalizes the positive and negative amplitude asymmetrically. If $r = 1$, then $\theta(x; r) = \phi_A(x) = |x|$.

The definition (24) has the same drawback as (21), that is, it is non-differentiable at $x = 0$. To alleviate this, a differentiable version of (24) is also proposed. In contrast to the differentiable symmetric penalties $\phi_B$ and $\phi_A$, the function we propose is of the form

$$\theta_\epsilon(x; r) = \begin{cases} x, & x > \epsilon \\ f(x), & |x| \leq \epsilon \\ -rx, & x < -\epsilon \end{cases}$$

(25)

The function $\theta_\epsilon(x; r)$ differs from $\theta(x; r)$ in a way that, in the small interval $[-\epsilon, \epsilon]$, a function $f(x)$ is defined. In Section 4.2, we will set $f(x)$ to be a fixed second-order polynomial function and with this modification, 1) $\theta_\epsilon(x; r)$ will remain convex in $(-\infty, +\infty)$; 2) $\theta_\epsilon(x; r)$ will be continuously differentiable on $(-\infty, +\infty)$.

Asymmetric penalty functions are also used in algorithm backcor [33, 32] to reflect the positivity of the peaks. We note that backcor uses non-convex penalties, while the method described here uses convex penalties (although, it can be modified to use non-convex penalties).
Table 1: Symmetric penalty functions and their derivatives.

<table>
<thead>
<tr>
<th></th>
<th>( \phi(x) )</th>
<th>( \phi'(x) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \phi_A(x) )</td>
<td>(</td>
<td>x</td>
</tr>
<tr>
<td>( \phi_B(x) )</td>
<td>( \sqrt{</td>
<td>x</td>
</tr>
<tr>
<td>( \phi_C(x) )</td>
<td>(</td>
<td>x</td>
</tr>
</tbody>
</table>

4. Algorithms

4.1. Symmetric penalty functions

The first form of the proposed approach, BEADS, is defined through the minimization of the objective function \( F \) in (20), where \( \phi \) is a differentiable symmetric penalty function as in Table 1. In this section, we use the MM procedure (4) to derive an iterative algorithm for this optimization. Hence, we seek a majorizer \( G(x, v) \) of \( F(x) \). First, we find a majorizer \( g(x, v) \) for \( \phi(x) : \mathbb{R} \to \mathbb{R} \) such that

\[
\begin{align*}
g(x, v) &\geq \phi(x), \\
g(v, v) &= \phi(v), \quad \text{for all } x, v \in \mathbb{R}.
\end{align*}
\]

Since \( \phi(x) \) is symmetric, we set \( g(x, v) \) to be an even second-order polynomial,

\[ g(x, v) = mx^2 + b \]  \hspace{1cm} (27)

where \( m \) and \( c \) are to be determined so as to satisfy (26). From (26), we have

\[ g(v, v) = \phi(v) \quad \text{and} \quad g'(v, v) = \phi'(v), \]  \hspace{1cm} (28)

that is, \( g(x, v) \) and its derivative should agree with \( \phi(x) \) at \( x = v \). Using (27) and (28), (26) becomes

\[ mv^2 + b = \phi(v) \quad \text{and} \quad 2mv = \phi'(v). \]  \hspace{1cm} (29)

Solving for \( m \) and \( b \) we obtain

\[ m = \frac{\phi'(v)}{2v} \quad \text{and} \quad b = \phi(v) - \frac{v}{2}\phi'(v). \]  \hspace{1cm} (30)

Substituting (30) in (27), we obtain

\[ g(x, v) = \frac{\phi'(v)}{2v} x^2 + \phi(v) - \frac{v}{2}\phi'(v) \]  \hspace{1cm} (31)

which gives

\[
\sum_n g(x_n, v_n) = \sum_n \left[ \frac{\phi'(v_n)}{2v_n} x_n^2 + \phi(v_n) - \frac{v_n}{2}\phi'(v_n) \right]
\]

\[ = \frac{1}{2} x^T [\Lambda(v)] x + c(v) \]  \hspace{1cm} (33)

\[ \geq \sum_{n=0}^{N_i-1} \phi(x_n) \]  \hspace{1cm} (34)

where \( \Lambda(v) \) denotes a diagonal matrix with diagonal elements

\[ [\Lambda(v)]_{n,n} = \frac{\phi'(v_n)}{v_n} \]  \hspace{1cm} (35)
and \( c(v) \) is the scalar,
\[
c(v) = \sum_n \left[ \phi(v_n) - \frac{v_n}{2} \phi'(v_n) \right].
\]

Using (32) to (36), we can write
\[
\sum_{i=0}^M \lambda_i \sum_{n=0}^{N_i-1} g([D_i x]_n, [D_i v]_n) = \sum_{i=0}^M \left[ \frac{\lambda_i}{2} (D_i x)^T [\Lambda(D_i v)] (D_i x) + c_i(v) \right]
\geq \sum_{i=0}^M \lambda_i \sum_{n=0}^{N_i-1} \phi([D_i x]_n)
\]
where \( \Lambda(D_i v) \) are diagonal matrices,
\[
[\Lambda(D_i v)]_{n,n} = \frac{\phi'([D_i v]_n)}{|D_i v|_n}
\]
and \( c_i(v) \) are scalars,
\[
c_i(v) = \sum_n \left[ \phi([D_i v]_n) - \frac{|D_i v|_n}{2} \phi'([D_i v]_n) \right].
\]

Equality holds when \( x = v \). Equation (37) implies that
\[
G(x, v) = \frac{1}{2} \|H(y - x)\|_2^2 + \sum_{i=0}^M \left[ \frac{\lambda_i}{2} (D_i x)^T [\Lambda(D_i v)] (D_i x) \right] + (v)
\]
is a majorizer for \( F \) in (20). Minimizing \( G(x, v) \) with respect to \( x \) leads to the explicit solution
\[
x = \left( H^T H + \sum_{i=0}^M \lambda_i D_i^T [\Lambda(D_i v)] D_i \right)^{-1} H^T H y.
\]

Equation (41) explains why we use a differentiable penalty function. Suppose that the penalty function \( \phi \) were taken to be the absolute value function, i.e., \( \phi(x) = |x| \), then (38) becomes
\[
[\Lambda(D_i v)]_{n,n} = \frac{1}{|D_i v|_n} \text{sign}([D_i v]_n).
\]

As the iterative algorithms progresses, some values \([D_i v]_n\) go to zero due to the sparsifying property of the penalty. Consequently, ‘divide-by-zero errors’ are encountered in the implementation of (42). This is due to the absolute value function being non-differentiable at zero. The use of smoothed (differentiable) penalty functions such as those in Table 1, avoids this issue. For example, if we let \( \phi = \phi_B \), then (38) becomes
\[
[\Lambda(D_i v)]_{n,n} = \frac{1}{\sqrt{|D_i v|_n^2 + \epsilon}}
\]
and if we let \( \phi = \phi_C \), we obtain
\[
[\Lambda(D_i v)]_{n,n} = \frac{1}{|D_i v|_n + \epsilon}.
\]

Another issue in implementing (41) resides in the computational complexity of solving the linear system represented by the matrix inverse. The computational cost increases dramatically with the length of the signal \( y \). To address this, recall from (17) that we take the high-pass filter \( H \) to have the form \( H = BA^{-1} \). Hence, (41) can be written as
\[
x = \left( A^{-T} B^T BA^{-1} + \sum_{i=0}^M \lambda_i D_i^T [\Lambda(D_i v)] D_i \right)^{-1} A^{-T} B^T BA^{-1} y
\]
\[
= A \left( B^T B + A^T \left( \sum_{i=0}^M \lambda_i D_i^T [\Lambda(D_i v)] D_i \right) A \right)^{-1} B^T BA^{-1} y
\]
\[
= AQ^{-1} B^T BA^{-1} y
\]
Input: $y, A, B, \lambda_i, i = 0, \ldots, M$

1. $b = B^TBA^{-1}y$
2. $x = y$ (Initialization)

Repeat

3. $[\Lambda_i]_{n,n} = \frac{\phi'([D_i x]_n)}{[D_i x]_n}$, $i = 0, \ldots, M$

4. $M = \sum_{i=0}^{M} \lambda_i D_i^T A_i D_i$

5. $Q = B^T B + A^T M A$

6. $x = A Q^{-1} b$

Until converged

8. $f = y - x - BA^{-1}(y - x)$

Output: $x, f$

where

$$Q = B^T B + A^T \left( \sum_{i=0}^{M} \lambda_i D_i^T [\Lambda(D,v)] D_i \right) A.$$  \hspace{1cm} (48)

Note that $Q$ is a banded matrix. (Sums and product of banded matrices are banded.) Hence, $x$ can be obtained with high computational efficiency and low memory using fast solvers for banded systems [39, Sec. 2.4]. Note that this can not be achieved when $H$ is written $H = A^{-1}B$ as in [45].

4.2. Asymmetric and symmetric penalty functions

To account for the positivity of the chromatogram peaks, we propose a second form of BEADS which uses an asymmetric penalty that penalizes negative values of $x$ more than positive values. Hence, in this section we use the MM approach to derive an algorithm solving the problem:

$$\hat{x} = \arg \min_x \left\{ F(x) = \frac{1}{2} \| H(y - x) \|_2^2 + \lambda_0 \sum_{n=0}^{N-1} \theta_{\epsilon}(x_n; r) + \sum_{i=1}^{M} \lambda_i \sum_{n=0}^{N_i-1} \phi([D_i x]_n) \right\}.  \hspace{1cm} (49)$$

The penalty $\theta_{\epsilon}(x_n; r)$, given by (25), is a differentiable version of the asymmetric penalty function $\theta(x_n; r)$. The function $\phi$ is a differentiable symmetric penalty functions such as $\phi_\text{B}$ or $\phi_\text{C}$ in Table 1.

To obtain a majorizer for $F$, we first find a majorizer for $\theta(x_n; r) : \mathbb{R} \to \mathbb{R}$, defined in (24). We seek a majorizer as illustrated in Fig. 3, i.e., a function of the form

$$g(x, v) = ax^2 + bx + c$$  \hspace{1cm} (50)

which is an upper bound of $\theta(x; r)$ that not only coincides with $\theta(x; r)$ at $x = v$, but also coincides with $\theta(x; r)$ at $x = s$ on the opposite side of zero as illustrated in Fig. 3. That is,

$$g(v, v) = \theta(v; r), \hspace{1cm} g'(v, v) = \theta'(v; r),$$

$$g(s, v) = \theta(s; r), \hspace{1cm} g'(s, v) = \theta'(s; r).$$  \hspace{1cm} (51)

The differentiation is with respect to the first argument. Note that $a, b, c, s$ are all functions of $v$. Solving for them gives

$$a = \frac{1 + r}{4|v|}, \hspace{0.5cm} b = \frac{1 - r}{2}, \hspace{0.5cm} c = \frac{(1 + r)|v|}{4}, \hspace{0.5cm} s = -v.$$  \hspace{1cm} (53)
The majorizer \( g(x, v) \) for the penalty function \( \theta(x; r) \), \( r = 3 \):

\[ g(x,v) \]

Figure 3: Asymmetric penalty function and its majorizer. \((v = 0.8, r = 3)\)

The smoothed asymmetric penalty function \( \theta(\epsilon; r) \), \( r = 3 \):

\[ \theta(\epsilon; r) \]

Figure 4: Continuously differentiable asymmetric penalty function \( \theta(\epsilon; r) \) in (55). The function is a second-order polynomial on \([-\epsilon, \epsilon]\).

Substituting (53) in (50), we obtain a majorizer for \( \theta(x; r) \),

\[ g(x, v) = 1 + \frac{r}{4|v|} x^2 + \frac{1 - r}{2} x + \frac{(1 + r)|v|}{4}. \]  

(54)

Again, an issue with (54) is that, as \( v \) approaches zero, ‘divide-by-zero’ numerical errors arises. To address this issue, we define \( \theta(\epsilon; r) \) to be a continuously differentiable approximation to \( \theta(x; r) \). In a neighborhood of \( x = 0 \), we define \( \theta(\epsilon; r) \) to be the second order polynomial (54) with \( v = \epsilon \), i.e.,

\[ \theta(\epsilon; r) = \begin{cases} x, & x > \epsilon \\ \frac{1+r}{4\epsilon} x^2 + \frac{1-r}{2} x + \epsilon \frac{1+r}{4}, & |x| \leq \epsilon \\ -r x, & x < -\epsilon \end{cases} \]  

(55)

where \( \epsilon > 0 \) is a small constant. The new function \( \theta(\epsilon; r) \), illustrated in Fig. 4, behaves similarly to \( \theta(x; r) \) but is continuously differentiable.

The majorizer given by (54) is still valid for (55) in the domain of \((-\infty, \epsilon) \) and \((-\epsilon, +\infty) \). In the domain \([-\epsilon, \epsilon]\), we use \( \theta(\epsilon; r) \) itself as its majorizer. Hence, a majorizer of \( \theta(\epsilon; r) \) is found to be

\[ g_0(x, v) = \begin{cases} \frac{1+r}{4\epsilon} x^2 + \frac{1-r}{2} x + |v| \frac{1+r}{4}, & |v| > \epsilon \\ \frac{1+r}{4\epsilon} x^2 + \frac{1-r}{2} x + \epsilon \frac{1+r}{4}, & |v| \leq \epsilon \end{cases} \]  

(56)

A proof that \( g_0(x, v) \) is a majorizer of \( \theta(\epsilon; r) \) is given in Appendix A.
Using (56), we then have
\[
\sum_{n=0}^{N-1} g_0(x_n, v_n) = x^T [\Gamma(v)] x + b^T x + c(v)
\] (57)
\[
\geq \sum_{n=0}^{N-1} \theta_n(x_n, r)
\] (58)
where \(\Gamma(v)\) is a diagonal matrix with diagonal elements
\[
[\Gamma(v)]_{n,n} = \begin{cases} 
 1 + \frac{r}{4|x_n|}, & |x_n| \geq \epsilon \\
 1 + \frac{r}{4\epsilon}, & |x_n| \leq \epsilon 
\end{cases}
\] (59)
and \(b\) is a vector with elements
\[
[b]_n = \frac{1 - r}{2}
\] (60)
and \(c(v)\) is a scalar that does not depend on \(x\).

Using (37) and (57), we find that a majorizer for \(F\) in (49) is given by:
\[
G(x, v) = \frac{1}{2} \|H(y - x)\|_2^2 + \lambda_0 x^T [\Gamma(v)] x + \lambda_0 b^T x + \sum_{i=1}^{M} \left[ \frac{\lambda_i}{2} (D_i x)^T [\Lambda(D_i v)] (D_i x) \right] + c(v).
\] (61)
Minimizing \(G(x, v)\) with respect to \(x\) yields
\[
x = \left[ H^T H + 2\lambda_0 \Gamma(v) + \sum_{i=1}^{M} \lambda_i D_i^T \Lambda(D_i v) D_i \right]^{-1} (H^T H y - \lambda_0 b).
\] (62)
Using \(H = BA^{-1}\) as in (45), we can write (62) as
\[
x = AQ^{-1} (B^T BA^{-1} y - \lambda_0 A^T b)
\] (63)
where \(Q\) is the banded matrix,
\[
Q = B^T B + A^T MA,
\] (64)
and \(M\) is the banded matrix,
\[
M = 2\lambda_0 \Gamma(v) + \sum_{i=1}^{M} \lambda_i D_i^T \Lambda(D_i v) D_i.
\] (65)
As above, the system of equations represented by \(Q\) in (63) is banded and thus a fast solver for banded systems can be used to implement the MM update equation.

Using the above equations, the MM iteration takes the form:
\[
M^{(k)} = 2\lambda_0 \Gamma(x^{(k)}) + \sum_{i=1}^{M} \lambda_i D_i^T \Lambda(D_i x^{(k)}) D_i.
\] (66)
\[
Q^{(k)} = B^T B + A^T M^{(k)} A
\] (67)
\[
x^{(k+1)} = A [Q^{(k)}]^{-1} (B^T BA^{-1} y - \lambda_0 A^T b)
\] (68)
The complete BEADS algorithm for solving cost function (49) is detailed in Table 3. The run-time of BEADS, with a fixed number of 30 iterations, as implemented in MATLAB, is tabulated in Table 4. Note that applying the algorithm to a signal of length 10,000 requires less than one second of computation. Run-times were measured using MATLAB version 2010b on an i7 3.2GHz PC with 8 GB of RAM.

The convergence property of the MM approach is discussed in [25, 30]. In particular, when the objective function is strictly convex, as is the case in (20) and (49), the MM algorithm is guaranteed to converge to the unique optimum.
Table 3: BEADS algorithm to minimize cost function (49).

Input: \( y, r \geq 1, A, B, \lambda_i, i = 0, \ldots, M \)

1. \( |b|_n = \frac{1 - r}{2} \)
2. \( d = B^TBA^{-1}y - \lambda_0A^Tb \)
3. \( x = y \) (Initialization)
   Repeat
   4. \( \Gamma_{n,n} = \begin{cases} \frac{1}{4\pi r}, & |x_n| \geq \epsilon \\ \frac{1}{4\epsilon r}, & |x_n| \leq \epsilon \end{cases} \)
   5. \( \Lambda_i_{n,n} = \frac{\phi'(D_ix_n)}{|D_ix_n|}, \quad i = 0, \ldots, M, \)
   6. \( M = 2\lambda_0\Gamma + \sum_{i=1}^{M} \lambda_iD_i^T\Lambda_iD_i \)
   7. \( Q = B^TB + A^TMA \)
   8. \( x = AQ^{-1}d \)
   Until converged
   9. \( f = y - x - BA^{-1}(y - x) \)

Output: \( x, f \)

Table 4: Run-time (in sec.) of BEADS for \( N \)-point data.

<table>
<thead>
<tr>
<th>( N )</th>
<th>( 10^2 )</th>
<th>( 10^3 )</th>
<th>( 10^4 )</th>
<th>( 10^5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>BEADS</td>
<td>0.040</td>
<td>0.124</td>
<td>0.677</td>
<td>7.266</td>
</tr>
</tbody>
</table>

5. Experiments

5.1. Baseline correction of simulated chromatograms in Gaussian noise

This example illustrates the use of BEADS for the removal of baselines in simulated chromatograms. The algorithm is compared with two other methods, airPLS [59] and backcor [32, 33]. We conduct two experiments. In both experiments, the chromatogram peaks are generated as described in [27] (similar also peak simulation of [59, 32, 33]). Namely, the signal \( x \) is created as a superposition of Gaussian functions with different amplitudes, positions and widths. For Experiments 1 and 2, we simulate the baseline in two ways, respectively:

1. Type 1 simulated baseline: as in [27, 33], a baseline signal is generated as the sum of an order-\( p \) polynomial and a sinusoidal signal of frequency \( f \). Specifically, for each realization, the order \( p \) and frequency \( f \) are uniformly distributed in a prescribed range.
2. Type 2 simulated baseline: a baseline is generated as a stationary random process with a power spectrum limited to a low-pass range of \([0, f_c]\) Hz. Specifically, such a signal is obtained by applying a low-pass filter with cut-off frequency \( f_c \) to a white Gaussian process.
Table 5: Experiment 1. The mean and standard deviation (std) of SNR. The table shows the result when input SNR is 0dB, 10dB and 20dB.

<table>
<thead>
<tr>
<th></th>
<th>0 dB</th>
<th></th>
<th>10 dB</th>
<th></th>
<th>20 dB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean</td>
<td>std</td>
<td>mean</td>
<td>std</td>
<td>mean</td>
</tr>
<tr>
<td>BEADS</td>
<td>28.1</td>
<td>8.52</td>
<td>32.64</td>
<td>8.02</td>
<td>38.33</td>
</tr>
<tr>
<td>backcor</td>
<td>24.91</td>
<td>9.75</td>
<td>31.27</td>
<td>8.33</td>
<td>36.47</td>
</tr>
<tr>
<td>airLPS</td>
<td>20.26</td>
<td>9.65</td>
<td>22.54</td>
<td>10.15</td>
<td>26.71</td>
</tr>
</tbody>
</table>

Sample realizations are illustrated in Figs. 5 and 6 for Experiments 1 and 2, respectively. White Gaussian noise is added to each realization. We generate 500 realizations and vary the variance of the signal such that the SNR ranges from −5dB to 25dB. For each realization and SNR level, we apply the BEADS, airPLS, and backcor algorithms to estimate the baseline. The accuracy of the baseline estimation is evaluated by computing the SNR of the output, i.e., the energy of the generated baseline divided by the energy of the difference between the generated and the estimated baselines, measured in decimal.

For Type 1 simulated baselines (Experiment 1), the results are shown in Fig. 7 and Table 5. Algorithm backcor and BEADS outperform airPLS. Since the morphology of Type 1 baselines is relatively simple, backcor and BEADS perform quite similarly; however, BEADS yields a slightly smaller error on average. For Type 2 simulated baselines (Experiment 2), the results are shown in Fig. 8 and Table 6. As in Experiment 1, airPLS yields the greatest error and BEADS the least error, on average; but, the improvement of BEADS in comparison with backcor and airPLS is more significant than in Experiment 1. BEADS is better able to estimate the more challenging Type 2 baseline, because it models the baseline as a low-pass signal rather than as a parametric function (e.g., polynomial).

To clarify the use of BEADS as applied in this example: we have set the low-pass filter \( L = I - H \) to be a second order filter \( d = 1 \) in (45) with a cut-off frequency of \( f_c = 0.0035 \) cycles/sample. Although the variance of the noise can affect the choice of \( f_c \), in practice, we have the effect insignificant.

We model the chromatogram peaks as having two sparse derivatives, i.e., we set \( M = 2 \) in the cost function \( F \) in (49). We use the differentiable penalty \( \phi_B \) with \( \epsilon = 10^{-5} \). The regularization parameters \( \lambda_i, i = 0, 1, 2 \) should match the sparsity of \( x \) and its derivatives. For each derivative order, \( i \): the sparser \( D_i x \), the larger the corresponding \( \lambda_i \) should be set. For an individual signal, a simple rule is to choose \( \lambda_i \) inversely proportional to \( \|D_i x\|_1 \) for \( i = 0, 1, 2 \), and to set the proportionality constant \( \alpha \) according to the noise variance. In this experiment, we have set \( \lambda_i \) to be inversely proportional to the empirical mean of \( \|D_i x\|_1, i = 0, 1, 2 \), where the mean is computed over the 500 realizations. We manually tune the proportionality constant \( \alpha \) so as to minimize the average SNR. It is also conceivable that other approaches such as cross-validation or bootstrapping can be used to select the \( \lambda_i \) parameters.

The backcor algorithm requires two user-specified parameters: a threshold value and the order of the approximation polynomial. To set these parameters, we optimized them, via a search, to minimize the SNR. The algorithm, airPLS, also requires two user-specified parameters which we likewise set so as to minimize the SNR.

5.2. Baseline correction: Poisson observation process

With the variety of chromatographic detectors [53, p. 277–337], noise distributions may more aptly be characterized by Poisson statistics, under the denomination of shot noise [54, 55]. Gaussian fluctuations can be regarded as a limit of a Poisson process. In modern detectors the noise can often be modeled as Poisson distributed, proportional to the square root of intensity (peaks + baseline). More specifically, if at time \( n \) we denote the Poisson observation \( y(n) \), the peak signal \( x(n) \) and the baseline \( f(n) \), then \( y(n) \) may be modeled as \( y(n) = (P(n)/c)^2 \) where \( c \) is a proportionality constant and \( P(n) \sim \text{Poisson}(\lambda(n)) \) is a Poisson random variable with mean \( \lambda(n) = c \sqrt{x(n) + f(n)} \).

Although the proposed algorithm is developed under the assumption that noise is additive Gaussian, we also test its performance when the observed data follows a Poisson model. A simulated signal is shown in
Figure 5: Simulated chromatograms with Type 1 baseline [27].

Figure 6: Simulated chromatograms with Type 2 baseline.
Table 6: Experiment 2. The mean and standard deviation (std) of SNR. The table shows the result when input SNR is 0dB, 10dB and 20dB.

<table>
<thead>
<tr>
<th></th>
<th>0 dB</th>
<th>10 dB</th>
<th>20 dB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean</td>
<td>std</td>
<td>mean</td>
</tr>
<tr>
<td>BEADS</td>
<td>18.75</td>
<td>3.71</td>
<td>19.99</td>
</tr>
<tr>
<td>backcor</td>
<td>17.20</td>
<td>4.57</td>
<td>18.93</td>
</tr>
<tr>
<td>airPLS</td>
<td>16.71</td>
<td>4.80</td>
<td>17.52</td>
</tr>
</tbody>
</table>
Fig. 9(a); Fig. 9(b) and (c) show the Poisson observation and the difference between the observation and the noise-free simulated signal (peaks + baseline).

With this Poisson noise model, two experiments (3 and 4) are conducted following the same setup as Experiments 1 and 2 respectively. The noise level is quantified by the constant $c$ and performance is evaluated using SNR. The results are detailed in Fig. 10 and Fig. 11. Similar to Experiment 1 and 2, BEADS uniformly outperforms the two methods to which it is compared.

5.3. Baseline correction of real chromatogram data

This example illustrates baseline correction using the proposed method, BEADS, as applied to real chromatogram data. The chromatogram data, from [59], is shown in gray in Fig. 12. The algorithms, BEADS, backcor, and airPLS, are applied to estimate the baseline. The parameters for backcor and airPLS were manually set so as to obtain their best possible result. Figs. 12(a)-(c) display the estimated baseline produced by each of the three methods, and (d)-(f) show the corresponding estimated peaks (obtained by subtracting the estimated baseline from the data). The three methods are able to capture the baseline trend. However, close examination shows that BEADS exhibits less distortion in some regions. In the interval 2200-2500, backcor overestimates the baseline, while airPLS slightly underestimates the baseline.

5.4. Joint baseline correction and denoising

Some methods, e.g., backcor and airPLS, have been developed specifically for baseline removal; while other methods have been devised for the reduction of random noise. However, in many operational scenarios, both baseline drift and noise are present in the measured data. In this case, BEADS can be used to jointly perform baseline correction and noise reduction.

For illustration, white Gaussian noise is added to the chromatogram signal from [59] (Fig. 13(a)). The new signal exhibits both baseline drift and additive noise. The output obtained using BEADS is illustrated in Fig. 13(b)-(d). (We have used BEADS parameters $r = 6$, $f_c = 0.006$ cycles/sample, $d = 1$ and $\phi = \phi_C$.)
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Figure 10: Experiment 3. Output SNR as a function of $C$.
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Figure 11: Experiment 4. Output SNR as a function of $C$.

Note that the estimated chromatogram peaks, illustrated in Fig. 13(b), are well delineated. The baseline is well estimated as illustrated in Fig. 13(c). The residual constitutes an estimate of the noise. The cost function history of the iterative algorithm, shown in Fig. 14, indicates that the algorithm converges in about 20 iterations.

6. Conclusion

This paper addresses the problems of chromatogram baseline correction and noise reduction. The approach, denoted ‘BEADS,’ is based on formulating a convex optimization problem designed to encapsulate non-parametric models of the baseline and the chromatogram peaks. Specifically, the baseline is modeled as a low-pass signal and the series of chromatogram peaks is modeled as sparse and as having sparse derivatives. Moreover, to account for the positivity of chromatogram peaks, both asymmetric and symmetric penalty functions are utilized (symmetric ones for the derivatives). In order that the iterative optimization algorithm be computationally efficient, use minimal memory, and can be applied to very long data series, we formulate the problem in terms of banded matrices. As such, the algorithm leverages the availability of fast solvers for banded linear systems and the majority of the computational work of the algorithm resides therein. Furthermore, due to the formulation of the problem as a convex problem and the properties of the majorization-minimization (MM) approach by which the iterative algorithm is derived, the proposed algorithm is guaranteed to converge regardless of its initialization.

The baseline correction performance is evaluated on simulated chromatogram data and compared with two state-of-art methods. In particular, the proposed method, BEADS, outperforms methods based on polynomial modeling when low-order polynomials are not efficient representations of the baseline. Experiments suggest that BEADS can better estimate the baselines of real chromatograms. Finally, since BEADS jointly estimates the baseline and the chromatogram peaks, it can be used to perform both baseline correction and noise reduction simultaneously.
The proposed method also provides a more general framework for different types of signals. By adjusting regularization parameters $\lambda_i$ and penalty functions, the model can be customized for signals of different kinds. For example, an electrocardiography (ECG) signal is only sparse in its first several derivatives (the signal itself is not sparse) [37], therefore, by setting $\lambda_0 = 0$ and choosing proper $\lambda_i$, $i = 1, 2, 3$ and using symmetric penalty functions, BEADS can be used for ECG baseline estimation and denoising.

BEADS uses symmetric/asymmetric convex penalty function to promote positivity of the estimated peaks, however, other penalty functions, such as non-convex penalties, may provide further improvements. In addition, due to the growing interest on hyphenated techniques in analytical chemistry [51, 56], with an increasing need laid on repeatability, extensions to two-dimensional chromatography are advisable. These will all be considered in future work.

Appendix A.

We prove that $g_0(x, v)$ in (56) is a majorizer of $\theta_\epsilon(x; r)$. Define

$$f(x) = \frac{1 + r}{4\epsilon} x^2 + \frac{1 - r}{2} x + \epsilon \frac{1 + r}{4}, \quad |x| \leq \epsilon. \quad (A.1)$$

For $\theta_\epsilon(x; r)$ to be a majorizer of $g_0(x, v)$, we need to show that

$$g_0(x, v) = \frac{1 + r}{4v} x^2 + \frac{1 - r}{2} x + v \frac{1 + r}{4} \geq f(x), \quad v > \epsilon \quad (A.2)$$

$$g_0(x, v) = -\frac{1 + r}{4v} x^2 + \frac{1 - r}{2} x - v \frac{1 + r}{4} \geq f(x), \quad v < -\epsilon. \quad (A.3)$$
Figure 13: Processing of noisy chromatogram data using BEADS. (a) Chromatogram data with additive noise. (b) Estimated peaks. (c) Estimated baseline. (d) Residual.

If $v > \epsilon$, then
\[
g_0(x, v) - f(x) = \left(\frac{1 + r}{4v} - \frac{1 + r}{4\epsilon}\right)x^2 + (v - \epsilon)\frac{1 + r}{4}, \tag{A.4}
\]
which can be written as
\[
g_0(x, v) - f(x) = \left(1 + \frac{r}{4}\right)(v - \epsilon)(v\epsilon - x^2) > 0, \tag{A.5}
\]
where we have used $v > \epsilon$ and $|x| \leq \epsilon$.

If $v < -\epsilon$, then
\[
g_0(x, v) - f(x) = \left(-\frac{1 + r}{4v} - \frac{1 + r}{4\epsilon}\right)x^2 - (v + \epsilon)\frac{1 + r}{4}, \tag{A.6}
\]
which can be written as
\[
g_0(x, v) - f(x) = -\left(1 + \frac{r}{4}\right)(v + \epsilon)(v\epsilon + x^2) > 0, \tag{A.7}
\]
where we have used $v < -\epsilon$ and $|x| \leq \epsilon$. 
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