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Improving the Control Performance of an Organic Rankine Cycle System for Waste Heat Recovery from a Heavy-Duty Diesel Engine using a Model-Based Approach

Johan Peralez, Paolino Tona, Olivier Lepreux, Antonio Sciarretta, Luc Voise, Pascal Dufour, Madiha Nadri

Abstract—In recent years, waste heat recovery (WHR) systems based on Rankine cycles have been the focus of intensive research for transport applications, as they seem to offer considerable potential for fuel consumption reduction. Because of the highly transient conditions they are subject to, control plays a fundamental role to enable viability and efficiency of those systems.

The system considered here is an Organic Rankine Cycle (ORC) for recovering waste heat from a heavy-duty diesel engine. For this system, a hierarchical and modular control structure has been designed, implemented and validated experimentally on an engine testbed cell.

The paper focuses more particularly on improving the baseline control strategy using a model-based approach. The improvements come from an extensive system identification campaign allowing model-based tuning of PID controllers and, more particularly, from a dynamic feedforward term computed from a nonlinear reduced model of the high-pressure part of the system. Experimental results illustrate the enhanced performance in terms of disturbance rejection.

I. INTRODUCTION

More than one third of the energy produced by internal combustion engines (ICE) is released into the environment in the form of exhaust gas waste heat. Among the possible waste heat recovery (WHR) solutions, the Rankine cycle has drawn the attention of many car and truck manufacturers in recent years as it holds an interesting potential for reducing vehicle fuel consumption.

WHR Rankine systems for automotive applications apply the same principle used worldwide in industry to generate power, by converting heat into work. A pump circulates a working fluid in a closed loop where an external heat source supplies heat, via a heat exchanger (or a series of heat exchangers). Vaporized fluid expands in a turbine or an expander to produce mechanical power. Vapor is then cooled by a condenser which transfers heat to an external cold sink.

Most Rankine systems are designed to produce electricity via a generator connected to the auxiliary network and/or an energy storage system, even though, in mobile applications, the expansion machine can also deliver mechanical power directly to the transmission. The main differences with stationary applications lie in the limited capacity of the cold sink and in the highly transient behaviour of the hot source, both depending on driving conditions.

In this context, an effective control system is essential to attain satisfactory performance over a broad range of operating conditions. This is especially true when there are few available actuators and sensors, as it often happens in the automotive industry. Despite that, literature on control design for Rankine-based WHR for mobile application is still very scarce, as can be observed, for instance, in the comprehensive overview on Rankine WHR from internal combustion engines presented in [1].

The system considered here is an Organic Rankine Cycle (ORC) for recovering waste heat from a heavy-duty diesel engine. For this system, a hierarchical and modular control structure has been designed, implemented and validated experimentally on an engine testbed cell.

The focus is on improving the baseline control strategy using a model-based approach. The improvements come from an extensive system identification campaign allowing model-based tuning of PID controllers and, more particularly, from a dynamic feedforward term computed from a nonlinear reduced model of the high-pressure part of the system. The latter approach has first been proposed in [2] for a steam Rankine cycle, a different system where the presence of an additional actuator increases the degrees of freedom and makes model inversion simpler.

In this paper, on the one hand, we start studying the properties of the model-based control structure and, on the other hand, through a set of experimental results, we show that it actually works, achieving excellent performance.
II. STATE OF THE ART

Among the few publications of practical interest discussing automatic control issues of Rankine WHR systems for automotive applications, we can cite [3] and, more recently, [4], both on steam processes for spark-ignition engines. [5] provides a complete (manual) startup and shut-down procedure for an ethanol-based Rankine cycle system, for heavy-duty applications, underlining the difficulty of controlling the working fluid conditions at the evaporator outlet.

On the more general topic of Organic Rankine Cycles for waste heat recovery operating with variable heat sources (not necessarily for transport applications), [6], [7], [8] apply control strategies based on linear models (LQR, MPC), validated on one operating point. [9] covers dynamic modeling and control of an ORC system with R234fa as a working fluid over a broader operating range. However, hot source variations used for simulation are much slower than those observed at the exhaust of an automotive engine, especially in terms of mass flow rate.

A somewhat richer literature is available on dynamic modelling and control of vapor compression cycles, the “reverse” of Rankine cycles ([10], [11], [12]).

In both contexts, there is considerable interest in the development of simplified (moving-boundary, MB) models to reproduce the two-phase behavior of heat exchangers without the complexity of the finite-volume approach ([13], [14]).

III. SYSTEM DESCRIPTION

The system considered here is illustrated in Fig. 1. It is an Organic Rankine Cycle system for waste heat recovery from a heavy-duty Diesel engine using a turbine for the expansion of the working fluid. A description of the main system variables follows, using the nomenclature given in Tab. I.

A. Inputs–outputs

As shown in Fig. 2, measurements of the pressure–temperature pairs \((p, T)\) between each component are available (corresponding to the corner points of the thermodynamic cycle, see Fig. 3). Exhaust gas and cooling fluid conditions (mass flow rate and temperature) can be considered as measured disturbances. The available measurements can be used to estimate key output variables such as superheating, subcooling or enthalpy, from fluid thermodynamic properties.

Four actuators are available, in principle:
- The evaporator by-pass setpoint \(V_{\text{evap}}^{SP}\), controlling the fraction of exhaust gas entering the evaporator.
- The expander by-pass setpoint \(V_{\text{exp}}^{SP}\), controlling the fraction of fluid entering the expander.
- The pump speed setpoint \(N_{\text{pump}}^{SP}\), allowing to control the fluid mass flow \(\dot{m}_{\text{evap,in}}\) entering the evaporator.
- The turbine speed setpoint \(N_{\text{exp}}^{SP}\).
B. Control requirements

The main objective of the supervision and control system is to maximize, in the presence of varying external conditions, the production of electric energy during vehicle usage (assuming that the load control system can always make use of it, or dissipate it, otherwise).

Several output constraints ensuring system safety must be met, in particular at the evaporator outlet, to protect the turbine from fluid condensation, and at the pump inlet, to protect the pump from fluid vaporization. In the following, we will focus on the control of superheating $SH$ (i.e. the “distance” in kelvin of the fluid from the evaporation temperature, function of the pressure) at the evaporator outlet, w.r.t. variations in engine exhaust gas conditions.

IV. MODELING

This section describes the modeling of the ORC components needed to predict the fluid state ($p$, $SH$) at evaporator outlet during normal operation, that is, when superheated vapor feeds the turbine. A reduced model is developed, for control design.

A. Heat exchangers

In systems implementing the Rankine thermodynamic cycle, the working fluid enters the evaporator in liquid state and exit in superheated vapor state. A relatively simple model of the evaporator may be obtained via a moving-boundary (MB) approach. As shown in Fig. 4, the MB model monitors the length of each fluid phase along the evaporator: the variables $L_1$, $L_2$, $L_3$ track the liquid, two-phase and vapor zones, respectively. Applying mass and energy balances to the fluid and the wall (for each zone), and considering the pressure homogeneous along the evaporator, a first-principle model with seven dynamic states can be written (see [15]), whose state vector is:

$$x = \begin{bmatrix} L_1 & L_2 & p & h_3 & T_{w1} & T_{w2} & T_{w3} \end{bmatrix}.'$$

In an organic Rankine cycle (that is with a “dry” working fluid, [16]), the fluid enters the condenser in vapor state and exit in liquid state or in two-phase state depending on the cooling conditions and on the pressure imposed by the tank (separator). Applying the MB approach to the low-pressure (LP) part of the circuit generally yields a high-order hybrid model (the number of states changes depending on fluid conditions at condenser outlet). However, as explained in Sec. IV-B, condenser modelling is not necessary for (our) control purposes.

B. Pump and turbine

Pump and turbine dynamics being very fast compared to exchangers dynamics, they are modelled by algebraic equations. The (positive displacement) pump produces a mass flow rate proportional to its rotational speed and function of its volumetric efficiency: $\dot{m}_{\text{pump}} = \eta_{\text{pump}} N_{\text{pump}}$. The efficiency $\eta_{\text{pump}}$ can be considered constant in nominal conditions. At the evaporator outlet, the fluid in vapor state expands through the (turbine) nozzle. For nominal mass flow rate values, the fluid then reaches supersonic speeds that allow to neglect the influence of the outlet pressure (see [17]):

$$\dot{m}_{\text{evap, out}} = k \sqrt{2 \rho(p_{\text{evap, out}}, SH) p_{\text{evap, out}}},$$ (1)

where $k$ is constant over the considered operating range.

C. Nonlinear control model

Designing a controller based on a full model of the Rankine cycle proves a complex and challenging problem. [7] linearizes the model around one operating point. [2] and [4] underline the need of taking into account the nonlinear behaviour of the Rankine system for control design, as its static gains and response times strongly vary with the operating conditions. [11] attempts to cast the evaporator control problem for a similar system (a vapor-compression cycle for refrigeration) in a linear parameter varying (LPV) framework; this approach is made very difficult by the large number of scheduling variables involved.

A reduced model can be used for control design. As explained in Sec. IV-B the effect of fluid conditions at nozzle outlet can be neglected. Furthermore, the thermal inertia of the tank slows down (smooths out) the variations of pump inlet temperature. Such considerations allow to decouple the high-pressure (HP) part of the cycle from the low pressure (LP) part, which are separated
by the pump and the nozzle. The LP part includes the condenser and the tank. The HP parts includes the evaporator. The pump flow rate can be seen as a control variable for the HP part while the nozzle is not controlled. Evaporator inlet temperature $T_{in}$ is then considered as a (measured) disturbance for the HP part.

The model can be further reduced assuming the fluid to be at thermodynamic equilibrium. For a steam Rankine cycle, [2] shows that slow evaporator dynamics are due to wall temperatures and that a third-order model (with state vector $x = [T_{w1} \ T_{w2} \ T_{w3}]$) is effective for disturbance rejection.

The reduced model of the evaporator is derived from the physical equations given in the following. To simplify notations, all the subscripts of variables relating to the evaporator are dropped.

1) Working fluid mass balance: Assuming working fluid at steady-state leads to consider a homogeneous mass flow $\dot{m}$ along the evaporator equal to the (controlled) pump mass flow.

2) Working fluid energy balance: Energy balance equilibrium for working fluid is written for each zone $i$:

$$0 = \dot{m}_i (h_{in,i} - h_{out,i}) + \dot{Q}_{f,i} \ L_i,$$

where $\dot{Q}_{f,i} = S_f \ \alpha_i (T_{w,i} - T_{f,i})$ represents the heat transfer from wall, $S_f$ being the wall-fluid exchange area. $T_{f,1}$ (two-phase zone temperature) is the boiling temperature that only depends on pressure. The liquid zone temperature can be computed as the average of evaporator inlet temperature and boiling temperature: $T_{f,1} = 0.5T_{f,2} + 0.5T_{f,2}$. Then $T_{f,1}$ depends on pressure and on disturbance $T_{f,2}$. The vapor zone temperature is expressed according to the superheating value $T_{f,3} = T_{f,2} + 0.5SH$.

3) Wall energy balance: Wall energy balance yields the following (dynamic) equation for each zone:

$$m_w \ c_w \ \frac{dT_{w,i}}{dt} = \dot{Q}_{e,xh,i} - \dot{Q}_{f,i},$$

where $\dot{Q}_{e,xh,i} = \dot{m}_{e,xh} \ c_{e,xh} \ (1 - \ exp(-\frac{m_{e,xh} \ S_{e,xh}}{m_{w,xh} \ c_{w,xh}})) \ (T_{e,xh} - T_{w,i})$ represents the heat transfer from exhaust gas, $S_{e,xh}$ being the wall–exhaust gas exchange area.

4) Differential algebraic equations (DAE) system: the above equations are completed by interface equations. Fluid enthalpies and mass flows at the inlets of zones 2–3 correspond to those at the outlets of zones 1–2; $h_{in,i+1} = h_{in,i}$ for $i = 1, 2$. For the two-phase zone, inlet and outlet enthalpies correspond to saturation values: $h_{in,2} = h_t$ and $h_{out,2} = h_v$ where $h_t$ and $h_v$ are fluid properties that only depend on pressure. Eventually, balance and interface equations form a DAE system with 3 dynamic states ($T_{w,1}, T_{w,2}, T_{w,3}$).

In the system described in [2], there is an additional degree of freedom (the positive-displacement expander) which allows effective tracking of pressure at evaporator outlet; it follows that the output can be computed explicitly (analytically). We propose here to adapt this model to the case of the ORC system under consideration, where the pressure is not controlled by a dedicated actuator, and analyze the robustness of its inversion.

V. NONLINEAR INVERSION-BASED CONTROL

The overall supervision and control structure for the Rankine pilot process is similar to that described in [2]. It is a hierarchical structure, coded in Simulink, with modules for sensors and actuators management, for system supervision and control. The supervisor manages the transitions between system modes and activates a specific control strategy for each mode.

In nominal mode, when power is produced, the expander by-pass is closed and only one actuator is fast enough to tightly control evaporator outlet conditions: the pump speed $N_{pump}$ or (indirectly) the pump mass flow rate $\dot{m}_{pump}$. It can be used to control superheating $SH$ in closed-loop. Notice that, contrarily to the steam Rankine system studied in [2], the turbine speed $N_{exp}$ cannot be used to control the pressure at evaporator outlet, as it has no relevant influence on it.

The ORC system we consider has another (slower) actuator, the exhaust by-pass, which can be used to reduce the hot gas enthalpy flow rate so as to limit the pressure in the circuit. This slower control loop, not detailed here, acts as a disturbance to the faster superheating control loop.

A. Superheat control

The objective is to control the superheating ($SH$) at evaporator outlet. Effective superheating control is a key issue when controlling an ORC system, as cycle efficiency and component safety depend on it. As pointed by [18], superheating must be kept as low as possible to ensure good ORC efficiency. Furthermore, superheating must always remain positive to prevent the formation of droplets that could damage the turbine.

The control scheme is described in Fig. 5. Input-output dynamics have been identified at different operating points (for fixed disturbances) via a set of linear models.

![Fig. 5. Controller with inverse of reduced-model in the feedforward path](image-url)
The good fitting obtained with underdamped second-order transfer functions (see Fig. 6) justifies the use of a gain-scheduled PID controller (and not just a PI) in the feedback path. The model derived in Sec. IV-B is inverted to be used in the feedforward path for disturbance rejection.

Evaporator mass flow $\dot{m}$ forms the feedforward part $u_d$ of the control input $u = m_{\text{pump}}$. Notice that, among the disturbances vector components ($d = [T_{\text{exh}} \ m_{\text{exh}} \ T_{\text{in}}]$), $T_{\text{exh}}$ and $T_{\text{in}}$ are measured, while an estimation of $\dot{m}_{\text{exh}}$ is provided by the engine control unit.

The evaporator model is merged with the nozzle mass flow equation (1). Providing that pressure $p$ is known, the dynamic part of the resulting system is described by the following (explicit) system:

$$
\begin{align*}
T_{\text{w1}} &= \frac{-S_f \alpha_1}{m_w c_w} (T_{\text{w1}} - T_{f,1}) - \frac{\eta_{\text{exh}}}{m_w c_w} (T_{\text{w1}} - T_{\text{exh}}) \\
T_{\text{w2}} &= \frac{-S_f \alpha_2}{m_w c_w} (T_{\text{w2}} - T_{f,2}) - \frac{\eta_{\text{exh}}}{m_w c_w} (T_{\text{w2}} - T_{\text{exh}}) \\
T_{\text{w3}} &= \frac{-S_f \alpha_3}{m_w c_w} (T_{\text{w3}} - T_{f,3}) - \frac{\eta_{\text{exh}}}{m_w c_w} (T_{\text{w3}} - T_{\text{exh}}),
\end{align*}
$$

where $\eta_{\text{exh}} = \dot{m}_{\text{exh}} c_{\text{exh}} \left(1 - \exp\left(-\frac{\alpha_{\text{exh}} S_{\text{exh}}}{\dot{m}_{\text{exh}} c_{\text{exh}}}\right)\right)$, and $p$ can be computed from the (implicit) algebraic part:

$$
\begin{align*}
L_1 &= \dot{u}_d \frac{k_v}{h_i - h_{\text{in}}} \\
L_2 &= \dot{u}_d \frac{k_v}{h_{\text{out}} - h_i} \\
L_3 &= \dot{u}_d \frac{k_v}{h_{\text{out}} - h_{\text{in}}}
\end{align*}
$$

Let us recall that $T_{f,2}$, $h_i$ and $h_{\text{in}}$ only depend on $p$, while $T_{f,3}$ depends on $p$ and disturbance $T_{\text{in}}$ and $T_{f,3}$ depends on $p$ and the desired output $S_{H^{SP}}$ (to improve readability, these dependencies have been omitted in the above equations). Here, the density at evaporator outlet $\rho$ depends on $p$ and $S_{H^{SP}}$. For the sake of simplicity, $S_{H^{SP}}$ will be assumed constant and equal to $30^\circ$C in the following, but the results remain valid for any other (strictly positive) value of the superheating.

B. Proof

In order to implement the controller introduced in Sec. V-A, it is necessary to solve the implicit system (5).

**Assumption 1:** Pressure $p$ in the evaporator is such that $p < 25 \text{bar}$ and temperature of working fluid $T_{\text{in}}$ verify $10^\circ$C $< T_{\text{in}} < 40^\circ$C.

**Assumption 2:** $T_{\text{wi}} > T_{f,i}$ for $i = 1, 2, 3$.

Notice that assumption 1 is verified for the considered system and working fluid in normal conditions (greater pressures or inlet temperatures do not match safety conditions and/or efficiency considerations and would lead to system shutdown by the control system manager). Assumption 2 means that heat is transferred from wall to fluid. Assumption 2 might not be verified during start-up operation. However, in practice, none of these conditions is restrictive.

Let $\Phi = 1 - (L_1 + L_2 + L_3)$ and the state vector $T_{u} = [T_{\text{w1}} \ T_{\text{w2}} \ T_{\text{w3}}]$.\(^{\text{T}}\)

**Proposition 1:** Under Assumption 1 and Assumption 2, $\frac{\partial \Phi}{\partial p}|_{(T_{\text{w},d,p})} < 0$.

To proof this proposition let us show the following sufficient conditions:

1) $\frac{\partial L_3}{\partial p}|_{(T_{\text{w},d,p})} > 0$

2) $\frac{\partial L_2}{\partial p}|_{(T_{\text{w},d,p})} > 0$

3) $\frac{\partial L_1}{\partial p}|_{(T_{\text{w},d,p})} > 0$,

where $L_1$ are given by (5).

1) Let $L_3 = \frac{N_3}{D_3}$,

where $N_3 = u_d (h_{\text{out}} - h_v)$ and $D_3 = S_f \alpha_3 (T_{\text{w3}} - T_{\text{in}})$, according to (5).

Then

$$
\text{sign} \left( \frac{\partial L_3}{\partial p} \right) = \text{sign} \left( \frac{\partial N_3}{\partial p} \right) D_3 - N_3 \frac{\partial D_3}{\partial p}.
$$

Clearly $N_3 > 0$ and $\frac{\partial D_3}{\partial p} |_{(\cdot)} < 0$ (the evaporation temperature $T_{f,2}$ increases with $p$). Moreover $D_3 > 0$ (Assumption 2). Fig. 7(a) shows that $\frac{\partial N_3}{\partial p} |_{(\cdot)} > 0$ for the considered pressure range. So $\frac{\partial L_1}{\partial p} |_{(\cdot)} > 0$.

2) Similar to 1), let $L_2 = \frac{N_2}{D_2}$, and notice that $N_2 > 0$, $\frac{\partial D_2}{\partial p} |_{(\cdot)} < 0$ and $D_2 > 0$. Figure 7(a) shows that $\frac{\partial N_2}{\partial p} |_{(\cdot)} > 0$. So $\frac{\partial L_2}{\partial p} |_{(\cdot)} > 0$.

3) Similar to 1), let $L_1 = \frac{N_1}{D_1}$, and notice that $N_1 > 0$, $\frac{\partial D_1}{\partial p} |_{(\cdot)} < 0$ and $D_1 > 0$. Figure 7(b) shows that
\[ \frac{\partial N_1}{\partial p} |_{(\cdot)} > 0 \] for considered pressure and disturbance range. So \[ \frac{\partial \Phi}{\partial p} |_{(\cdot)} > 0. \]

Thus, \( \Phi(T_w, d, p) \) decreases monotonically with \( p \). Consequently, one can numerically solve (5), e.g. by a bisection method, ensuring a robust (inline) implementation of the controller. In other words, given a disturbance vector \( d \) and a state vector \( T_w \), computed by integration of the (stable) equation system (4), one can compute the corresponding \( p \). Eventually, the feedforward part \( u_d \) is deduced from the nozzle mass flow equation \( u_d = k\sqrt{2p} \).

Fig. 7. \( N_1, N_2 \) and \( N_3 \) increase with \( p \) (assuming \( p < 25 \) bars and \( T_{\text{evap,in}} < 40^\circ \text{C} \)). Here \( SH^{SP} \) equal \( 30^\circ \text{C} \).

VI. EXPERIMENTAL RESULTS

In this section we will show that, although \( SH \) control is possible via a (gain-scheduled) PID alone, the use of an inverse model allows significant gains in performance.

In Fig. 8 the two control strategies (with or without feedforward) are compared, for the same variations of exhaust gas conditions. The feedforward action significantly improves performance: maximum error \( |SH - SH^{SP}| \) is only \( 1.9 \) K in this case (compared with \( 6.5 \) K without feedforward). Notice that this would allow to reduce considerably the superheating setpoint, thus increasing cycle efficiency, while keeping the same safety margins during power production.

VII. CONCLUSION

Effective superheat control is a key issue when controlling an ORC system for engine waste heat recovery. The control law we have designed for our application, combining a dynamic feedforward term computed from a nonlinear reduced model of the high-pressure part of the system to a gain-scheduled PID, performs well and helps make the ORC system more efficient and viable.
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